
ggt Documentation 

 

Syntax 
ggt, outcomevar(varname) orgchoice(varname) indID(varname) orgID(varname) 

choicechar(varlist) [options] 

 

Description 

This program estimates the parameters of the Geweke, Gowrisankaran, and Town (2003) “GGT” model. The GGT model 

estimates the posterior distribution of organizational performance where there are many organizations from which 

individuals can choose to receive services. In this framework, individuals may select organizations based, in part, on 

information that is unobserved to the researcher and is correlated with the binary outcome. If this is the case, then standard 

approaches to inferring organization performance will yield biased estimates. The GGT model corrects for this 

unobserved selection allowing for flexible correlation in the error structure across the organizational choice and outcome 

equations. The estimation approach is Bayesian. In sum, the model combines an organization choice multinomial 

probit model with an individual outcome binary probit model, allowing for correlation across equations for each 

individual1.  

 

The parameters are estimated using Bayesian inference through Markov chain Monte Carlo techniques to simulate 

parameters and latent variables conditional on data to determine the posterior distribution of parameters. While we present 

the basics of the model below, we encourage all users of this Stata function to read the GGT paper to fully understand the 

model, assumptions underneath the model, and parameters used in the estimation.  

 

Required Files 

To speed up the computing process, the program code calls an included C plugin file. Thus, in addition to the Stata .ado 

files, the user additionally needs a .plugin file. The files necessary for the code to run are the following: 

• ggt.ado  

• callCcode.ado  

• bayesqual13.plugin  

 

Methods and Equations  

The model presented below comes from the GGT application in which the authors estimate hospital quality measures. The 

authors assume that quality depends on patient mortality, a standard assumption for hospital quality calculations. 

However, GGT make the important note that patients may “select” into which hospital to attend, which would bias the 

hospital quality measures if not accurately controlled for. Thus, GGT define a model to allow for unobserved patient 

characteristics which are correlated with hospital choice and patient mortality.  

 

We include a brief explanation of the model here to show which variables and parameters are referenced in the calling of 

the ggt Stata function.  

 

The binary individual outcome equation: * ' 'i i i im c x  = + +   (equation (1) in GGT) 

Here, mi* is the latent outcome variable for the observed binary variable mi. This is patient mortality in the GGT 

application.  The outcome variable depends on individual characteristics, xi, and which organization the individual 

chooses, ci (hospital choice in GGT).  

 

The organization choice model is: *i i ic Z = +  (equation (3) in GGT)  

Here, ci* is the latent choice vector for the observed choice vector ci where cij=1 if patient i chose organization j and 0 for 

all other vector entries.  The individual choice is allowed to depend on individual-organization characteristic matrix, Zi, 

such as distance to hospital in GGT.  

 
1 As noted in GGT, some possible applications for this model include: hospital quality based on mortality, school performance based 
on graduation rates, prison rehabilitation programs based on recidivism rates, and job training programs based on incidence o f 
harassment complaints. 



 

Selection is modeled as follows: 'i i i   = +   (equation (5) in GGT)  

Here, GGT allow the error term in the organization choice equation to be correlated with the error term in the binary 

outcome equation with the parameter, δ. 

 

The ggt Stata function estimates the latent observations and parameters (mi* ci*, α, β, γ, δ) through MCMC methods. The 

first 10,000 draws are eliminated as burn in. Then, using the remaining draws, the mean and variance of the organization 

quality measures (β-adjusted by the selection correction) are calculated and displayed as output on the Stata screen.   

 

Because the process uses Bayesian inference, the estimation of the model depends not only on the necessary model 

variables, but also the prior distributions for each parameter. See section 2.2. of GGT for more information on prior 

distributions.  

 

❖ Following GGT, the estimation method assumes independent prior distributions for α, γ, and δ. For these 

parameters, we assume mean 0 for each prior and allow user options for prior variances.   

❖ For the parameter, β, we again follow GGT and use hyperpriors to allow correlation between 

organizations based on organization characteristics. β can be written as the sum of organization dummies 

and organization category dummies. For example, in GGT, there are four hospital ownership categories, 

k={1,2,3,4}, four hospital size categories, l={1,2,3,4}, and 144 unique hospitals, j. Thus, βj=pk+sl+uj 

where pk=1 if hospital j is in ownership category k, sl=1 if hospital j is in size category l, and uj=1 for 

hospital j. We assume p,s,u are jointly Normal with mean,0, and mutually independent, but allow 

dependence within each organization characteristic through definition of hyper-prior distributions. 

Specifically, assume p,s,and u have variance τp
2, τs

2, and τu
2 respectively, with a hyper-prior distribution 

defined as s2 / τp,s,u
2 ~ χ2(v), allowing user options for s2 and v.  

 

Technical Notes: Users may notice some slight differences in the above description of prior distributions from that in 

GGT Section 2.2. These do not change the model but do make the Stata code more tractable. We describe these changes 

below.  

❖ We remove the constant term, β1, from the linear equation defining βj. Instead, we combine this constant term with 

constant term in γ. Thus, users should not specify a different prior variance for β1 and should keep in mind that 

this term will be included γ. 

❖ Within each parameter, we request users to specify a single value for prior variances. For example, suppose γ is 

the coefficient for two variables, illness severity and age. This Stata code allows users to specify σγ
2 in the prior 

distribution: (
  γ1

 γ2
) ~𝑁 [(

 0
0

), (
σγ

2 0

0 σγ
2

)] . Since we do not allow σγ
2 to differ by elements γ, users should 

modify/rescale variables if desired to fit into this framework.   

❖ We do not allow non-zero elements in the off-diagonal prior variance specifications.  

 

The remainder of this documentation explains the different function options and presents an example.  

 

Options 

 

Required Model Variables 

outcomevar(varname) is required. It is the name of the variable that indicates the individual outcomes in the binary probit model. This 

 variable needs to be 0 or 1 for each individual.  

orgchoice(varname) is required. It is the name of the variable that indicates the organization that each individual selects/chooses. This 

 variable should be 0,1 and should sum to 1 for each individual.  

indID(varname) is required. It provides a unique identifier for each individual.  

orgID(varname) is required.  It provides a unique identifier for each organization.   

choicechar(varlist) is required. It specifies the name of the variables that should be included in the choice equation. These are the Z 

 variables in the Methods and Equations section above.  

 



Optional Model Variables 

orgchar(varlist) specifies the name of the variables that hold the different organization characteristics. These are the k and l variables 

 in the Methods and Equations section above. The maximum number of variables in this varlist is 10. The variables must be 

 categorical in nature and can either be string or factor type in Stata dataset.     

indchar(varlist) specifies the name of the variables that should be included in the individual outcome probit equation. These are 

 the X variables in the Methods and Equations section above. The maximum number of variables in this varlist is 20.  

 

Optional Model Parameters 

niter(integer) is the number of iterations for Gibbs sampling. The default is 100000.  

alphapriorar(real) is the diagonal elements of the α prior variance-covariance matrix. The default is 1.  

gammapriorvar(real) is the diagonal elements of the γ prior variance-covariance matrix. default is 1.   

deltapriorvar(real) is the 𝜎𝛿
2 term in the prior distribution:  δ ~N(0,(𝜎𝛿

2Σ)−1)  where as in GGT, Σ = 𝐼𝐽−1 + 𝑒𝐽−1𝑒′𝐽−1for identity 

 matrix I, number of organizations, J, and vector of units, e. See footnote 17 in GGT for information on choosing 𝜎𝛿
2. In 

 ggt, the default is 0.038416.  

priortau(real, integer) is the hyper-parameters for the organization characteristic variance hierarchical prior distributions. From

 the Methods and Equations section above, ggt allows users to specify s2 and v in the hierarchical prior,    

s2 / τo
2 ~ χ2(v) for organization characteristic, o. The first number in priortau refers s2, and the second number refers to v. 

 The default is priortau(1.25,5). Users must specify both elements if choosing to use this option.  

noselection – This option should be specified if the user does not want to apply the selection correction. In this case, the program 

 will simply estimate the parameters in GGT equation (1). Note: The code will also estimate α solely for the purpose of 

 comparison.  

noconstant- This option should be specified if the user does not want to include a constant in the outcome probit equation, i.e. 

 γ will not include a constant term.  

 

Reporting 

savedraws- This option will save a .csv file in the directory which holds every 100 draws of each parameter via the MCMC Gibbs 

 Sampling routine.      

 

Remarks and Examples 

In this section, we present an example to show how the data should be arranged in order to use ggt.  

Assume we are interested in hospital quality. We have data on 300 patients and 8 hospitals. The individual patient 

variables include the following: the mortality measure (“mortality”), the hospital choice variable (“hosp_choice”), and an 

illness severity measure (“severity”). Additionally, we have two variables “dist” and “dist2” representing the distance 

from each patient to each hospital along with its square (normalized to have similar scales, necessary since the priors are 

the same).  We also have hospital characteristic variables, “hosp_size” and “hosp_ownership”. The categories for 

hosp_size are “small” and “large”, and the categories for “hosp_ownership” are “public” and “private”.  

 

The individual patient ID variable is called “indnumber” and the hospital ID variable is called “hospnum”. In the Stata 

dataset, there should be an observation for each individual-hospital pair, even if the individual did not choose that 

hospital. For example, with 300 patients and 8 hospitals, we have 300*8=2400 observations in the data. The table below 

shows the structure of the data for the first 2 patients. You can see that individual 1 went to hospital 7 and died while 

patient number 2 went to hospital 3 and did not die. The severity measure is constant within an individual while the 

distance and distance2 measures differ for each patient-hospital pair. Additionally, notice the hospital characteristics are 

constant within hospitals, e.g., hosp_size and hosp_ownership is always “small”, “public” for the row in which 

hospnum==1. 

 

indnumber hospnum hosp_choice mortality severity dist dist2 hosp_size hosp_ownership 

1 1 0 1 1.549 0.015 0.000 small public 

1 2 0 1 1.549 0.250 0.013 large public 

1 3 0 1 1.549 0.259 0.014 large public 

1 4 0 1 1.549 0.080 0.001 large private 

1 5 0 1 1.549 0.097 0.002 large public 

1 6 0 1 1.549 0.160 0.005 large public 



1 7 1 1 1.549 0.459 0.042 small private 

1 8 0 1 1.549 0.491 0.048 small public 

2 1 0 0 0.723 0.052 0.001 small public 

2 2 0 0 0.723 0.162 0.005 large public 

2 3 1 0 0.723 0.067 0.001 large public 

2 4 0 0 0.723 0.097 0.002 large private 

2 5 0 0 0.723 0.187 0.007 large public 

2 6 0 0 0.723 0.019 0.000 large public 

2 7 0 0 0.723 0.110 0.002 small private 

2 8 0 0 0.723 0.058 0.001 small public 

3 1 0 1 2.684 0.142 0.004 small public 

3 2 0 1 2.684 0.070 0.001 large public 

 

Example 1:  

If we want to see the hospital quality measures, β, using all the default settings, we would simply type the command: 

ggt, outcomevar(mortality) orgchoice(hosp_choice) indID(indnumber) orgID(hospnum) 

choicechar(dist dist2) 

 

This will apply the selection model with using dist and dist2 as the choice characteristics. Since we did not specify indchar 

option, the code will assume only a constant and the hospital choice for the individual probit model. Additionally, since 

we did not specify orgchar, the code will assume no correlation across hospitals via hospital size or ownership. The 

sampling algorithm will assume the default prior variance options and number of iterations.   

 

The output on the screen will be the summary statistics for the estimated β draws via the MCMC Gibbs sampler. The 

output for this example is shown below with “q_n” represented the quality for hospital ID, n. Notice that the number of 

observations is 900- this comes from the default 100,000 iterations, saving only every 100th draw, and deleting the first 

10,000 draws as burn-in.  

 

 

 

 

 

 

 

 

 

 

 

Note: The code may take several minutes or several hours to complete running depending on the nature of the data. Once 

the code is complete, the word “complete” will display on the Stata screen. If the code does not complete or Stata simply 

quits, this is likely due to an error with the prior variance specifications which are not compatible with the data. We 

suggest trying to call the program again using different prior variance values. If you receive an unspecified error code, 

please contact the program authors.  

 

Example 2:  

Now suppose we want to include the severity measure in the morality equation, and we also want to allow hospital 

correlation based on size and ownership. Additionally, we want to rescale the prior variances based on the structure of the 

data. Specifically, we want the prior variance of alpha to be 5, the prior variance of gamma to be 3, selection term for 

delta to be 0.1, and the parameters for the hyperpriors to be 1 and 5.  Finally, we want to save the draws for each of the 

parameters in a csv file to the directory.  

 



To do this, we would type the command: ggt, outcomevar(mortality) orgchoice(hosp_choice) 

indID(indnumber) orgID(hospnum) choicechar(dist dist2) indchar(severity) 

orgchar(hosp_size hosp_ownership) alphapriorvar(5) gammapriorvar(3) 

deltapriorvar(.1) priortau(1,5) savedraws  

 

The output in this case is now:  

 

 

 

 

 

 

 

 

 

 

Additionally, a file called “temp_GGT_output.csv” is saved in the directory. A screenshot of the first 11 rows and 6 

columns is shown below.  

 

The official column names are : iter, tau0, tau1, tau2, beta_orgatt1_type1, beta_orgatt1_type2, beta_orgatt2_type1, 

beta_orgatt2_type2, beta_orgatt3_type1, beta_orgatt3_type2, beta_orgatt3_type3, beta_orgatt3_type4, beta_orgatt3_type5, 

beta_orgatt3_type6, beta_orgatt3_type7, beta_orgatt3_type8, gamma1, gamma2, alpha1, alpha2, delta1, delta2, delta3, 

delta4, delta5, delta6, delta7. 

 

 -iter: indicates the Gibbs Sampler iteration.  

 -tau0, tau1, and tau2: the hyperprior draws for variances of hosp_size, hosp_ownership, and hospital   

  organization dummies respectively.  

 -beta_orgattN_typeM: the β coefficient draws for the dummy variable indicating the Nth specified   

  organization characteristic variable and the Mth category for that variable (where categories are ordered  

  numerically in the case where the variable is string or factor).  

  Note: In this case, since we specified 2 organization characteristics, beta_orgatt3_typej corresponds to the 

  β coefficient on the dummy variable for hospital j.  

 -gamma1, gamma2: the γ estimate draws for the coefficient on a constant and the severity measure (respectively)  

  in the outcome probit equation.  

 -alpha1, alpha2: the α estimate draws for the coefficient on dist and dist2 (respectively) in the organization choice 

  equation.  

 -delta1-delta7: the δ estimate draws in the selection equation.  

 

 

 

 

 



Example 3:  

Finally, suppose we wish to compare the results to the case where we do not apply the selection correction. In this case, 

the program simply estimates equation (1) in GGT. We can still specify all the options, but the code will only use those 

that are necessary. e.g., since the nonselection model assumes that δ=0, then specifying deltapriorvar is unnecessary. To 

run this model, we need to specify the “nonselection” option.  

 

Note: Even though the equation we wish to estimate does not depend on patient-organization choice characteristics, the 

code will still require choice characteristics in its estimation of α.  

 

ggt, outcomevar(mortality) orgchoice(hosp_choice) indID(indnumber) orgID(hospnum) 

choicechar(dist dist2) indchar(severity) orgchar(hosp_size hosp_ownership) 

alphapriorvar(5) gammapriorvar(3) priortau(1,5) noselection  

 

The output for this scenario is as follows:  
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