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Abstract

This paper investigates the question whether it really matters for microeconometric evaluation

studies to take account of the fact that the programmes under consideration are heterogeneous.

Assuming that selection into the different sub-programmes and the potential outcomes are

independent given observable characteristics, estimators based on different propensity scores are

compared and applied to the analysis of the active labour market policy in a Swiss region.

Furthermore, the issues of heterogeneous effects and aggregation are addressed. The econometric

considerations as well as the results of the application suggest that an approach that incorporates

the possibility of having multiple programmes could be an important tool in applied work.

Keywords

Multiple programmes, programme evaluation, treatment effects, balancing score, matching.

JEL classification: C10, C50, J60, J68.
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1 Introduction

With respect to programme heterogeneity there is a big discrepancy between technically

sophisticated modern microeconometric evaluation methods and real programmes to be

evaluated. Standard microeconometric evaluation methods are mainly concerned with the effects

of being or not being in a particular programme, whereas for example in active labour market

policies (ALMP) typically there is a range of different versions of heterogeneous sub-

programmes, such as training, public employment programmes, or job counselling.1 These sub-

programmes often differ with respect to their target population, their contents and duration, their

selection rules as well as with respect to their effects.

For the case in which the participation in such a programme is independent of the subsequent

outcomes conditionally on observable exogenous factors (conditional independence assumption,

CIA) the standard model of only two states, i.e. participation versus nonparticipation, is extended

by Imbens (1999) and Lechner (1999b) to the case of multiple states (’treatments’).2 Both papers

show that the important dimension reducing device in the binary treatment model, called the

balancing score property of the propensity score, is still valid in principle, but needs to be suitable

revised.

This paper extends Lechner (1999b) in several aspects relating to the definition of treatment

effects and the issue of aggregating different states. Furthermore, several estimation methods, all

based on ’matching on the propensity score’, are proposed. These methods have been applied to

the evaluation of active labour market policies in the Swiss canton of Zurich. The aim of this

study is to give an example of how an evaluation could be performed in this setting, and not to

derive policy relevant conclusions. The comparison of different estimators in practise provides

information about their practical performance. In addition, the application showed that the

multiple treatment approach can lead to valuable insights that might be lost otherwise.

The next section defines the concept of causality, introduces the necessary notation and discusses

identification of different effects for the case of multiple treatments based on the conditional

                                                          
1 For recent surveys of this literature see for example Angrist and Krueger (1999) and Heckman, LaLonde, and

Smith (1999). The reader should note that in several previous studies the author of this paper ignored the existence
of other programmes as well, thus being subject to the same criticism that will be brought forward in this paper.

2 Note that the term multiple treatments also includes the issue of dose-response, since for example an employment
programme with two different durations (the doses) could always be redefined as being two different programmes.
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independence assumption. It also defines a causal effect corresponding to the aggregation of the

different types of nonparticipation. Section 3 proposes matching estimators for this setting.

Section 4 presents empirical results for the Swiss region of Zurich and Section 5 concludes. An

Appendix contains some technical details.

2 The causal evaluation model with multiple treatments

2.1 Notation and definition of causal effects

2.1.1 Notation

The prototypical model of the microeconometric evaluation literature is the following: An

individual can choose between two states, like participation in a training programme or non-

participation in such a programme. The potential participant in a programme will get an

hypothetical outcome in both states. This model is known as the Roy (1951) - Rubin (1974)

model of potential outcomes and causal effects.3 Since its statistical content is most clearly

spelled out in Rubin (1974), for simplicity this model is called the Rubin-model in the following.

Consider the outcomes of (M+1) different mutually exclusive states denoted by 0 1{ , ,..., }MY Y Y .

The different states will to be called treatments in the following to stick to the terminology of

that literature. It is assumed that each participant receives exactly one of the treatments (typically,

category ’0’ denotes treatment type no treatment). Therefore, for any participant, only one

component of 0 1{ , ,..., }MY Y Y  can be observed in the data. The remaining M outcomes are

counterfactuals in the language of the Rubin model. Participation in a particular treatment m is

indicated by the variable {0,1,... }S M∈ . The number of observed participants in treatment m is

denoted by mN  (
0

M
m

m

N N
=

= ∑ ).

                                                          
3 See for example Holland (1986) for an extensive discussion of concepts of causality in statistics, econometrics,

and other fields.
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2.1.2 Pair-wise effects

The definitions of average treatment effects used for the case of just two treatments need to be

extended.4 In the following equations, the focus is on a pair-wise comparison of the effects of

treatments m and l:

γ 0
m l m l m lE Y Y EY EY, ( )= − = − ; (1)

α 0
m l m l m lE Y Y S m l E Y S m l E Y S m l, ( | , ) ( | , ) ( | , )= − = = = − = ; (2)

θ 0
m l m l m lE Y Y S m E Y S m E Y S m, ( | ) ( | ) ( | )= − = = = − = . (3)

γ 0
m l,  denotes the expected (average) effect of treatment m relative to treatment l for a participant

drawn randomly from the population.5 Similarly, α 0
m l,  denotes the same effect for a participant

randomly selected from the group of participants participating in either m or l. Note that both

average treatment effects are symmetric in the sense that γ 0
m l,  = −γ 0

l m,  and α 0
m l,  = −α 0

l m, .6 θ 0
m l,  is

the expected effect for an individual randomly drawn from the population of participants in

treatment m only. Note that if the participants in treatments m and l differ in a way that is related

to the distribution of X, and if the treatment effects vary with X, then θ 0
m l,  ≠  −θ 0

l m, , i.e. the

treatment effects on the treated are not symmetric.

It is worth noting that α 0
m l m lE Y Y S m l, ( | , )= − =  is a weighted combination of θ 0

m l,  and θ 0
l m, . The

weights are given by the participation probabilities in the respective states m and l (see Lechner,

1999b):

,
0
m lα  = θ 0

m l P S m S m l, ( | , )= =  - ,
0 [1 ( | , )]l m P S m S m lθ − = = . (4)

                                                          
4 Assume for the rest of the paper that the typical assumptions of the Rubin model are fulfilled (see Holland, 1986,

or Rubin, 1974, for example).
5 If a variable Z cannot be changed by the effect of the treatment (like time constant personal characteristics of

participants), then all what follows is also valid in strata of the data defined by different values of Z.
6 For m = l, all effects are of course zero.
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2.1.3 Composite effects

Since the pair-wise comparison may not be considered an optimal way to summarize the causal

effects in the case of many treatments, the following modifications can be used to define a

composite (or aggregate) effect by using appropriate weight functions to aggregate the treatments

other than m:

, ,
0 0

0

( )
M

m m m l m l

l

v vγ γ
=

= ∑ ,                    ,0 ,( ,..., ) ’m m m Mv v v= ; (5)

, ,
0 0

0

( )
M

m m m l m l

l

v vα α
=

= ∑ ; (6)

θ θ0
0

0
m m m l

l

M
m lv v( ) , ,=

=
∑ . (7)

For a useful interpretation of these effects the weight functions should fulfil vm m, = 0 and

vm l

l

M
,

=
∑ =

0

1. The above notation could be used for example to define treatment effects that are

measured relative to some average of treatment outcomes other than those of treatment m.

Obviously the pair-wise effects defined in equations (1) to (3) are special cases.

Although the composite effects given in equations (5) to (7) do not look like causal effects at first

sight, 0 ( )m mvγ  and 0 ( )m mvθ  have nevertheless a causal interpretation, since they correspond to the

effects of treatment m compared to a state were the treated would be randomly assigned to one of

the other treatments with probabilities given by the weights. Thus the composite potential

outcome is defined ,

0

( )
M

m m m l l

l

Y v v Y−

=
= ∑ , where weights are given constants with

, 0m mv = , vm l

l

M
,

=
∑ =

0

1. Then the composite effects can be rewritten as (proof in Appendix A):

0 ( ) ( ) [ ( )]m m m m mv E Y E Y vγ −= − ; (8)

0 ( ) ( | ) [ ( ) | ]m m m m mv E Y S m E Y v S mθ −= = − = . (9)
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Unfortunately, such an interpretation is not possible for 0 ( )m mvα , because the implicit

conditioning set used to weight the various pair-wise effects depends on both potential outcomes

appearing in each pair-wise effect ,
0
m lα  (see Appendix A).

2.2 The conditional independence assumption

The Rubin model clarifies that the average causal treatment effect - defined as the average

difference of the two potential outcomes in some population, for example - is generally not

identified. Therefore, the lack of identification has to be overcome by plausible, untestable

assumptions that usually depend heavily on the problem analyzed and the data available. One

such assumption is that treatment participation and treatment outcome is independent conditional

on a set of (observable) attributes (conditional independence assumption, CIA). Subsequent

papers by Rubin (1977) and Rosenbaum and Rubin (1983) show how this assumption could

effectively be used for treatment evaluation since it is not necessary to condition on the attributes,

but only the participation probability conditional on the attributes. In many cases this identifying

assumption is exploited via a matching estimator, for recent examples see Angrist (1998),

Heckman, Ichimura, and Todd (1998), and Lechner (1999a).

Imbens (1999) and Lechner (1999b) consider identification under the conditional independence

assumption (CIA), that states that the potential treatment outcomes are independent of the

assignment mechanism for any given value of a vector of attributes (X) in a particular attribute

space χ . This assumption is formalised in expression (10):

Y Y Y S X x xM0 1, ,..., | ,C = ∀ ∈χ . (10)

In an observational study it requires the researcher to observe all characteristics that jointly

influence the outcomes as well as the selection into the treatments. In that sense, CIA may be

called a ’data hungry’ identification strategy. Note that CIA can be seen as overly restrictive, since

all what is needed to identify mean effects is conditional mean independence. However, the

former has the virtue of making the latter valid for all transformations of the outcome variables.

Furthermore, in an application it is usually difficult to argue why conditional mean independence

should hold and CIA might nevertheless be violated.
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2.3 Identification and the balancing score

2.3.1 Pair-wise effects

This section discusses the identification of θ 0
m l,  and γ 0

m l,  from an infinitely large random sample.

In such a sample all participation probabilities are identified. There is no need to address the

identification of α 0
m l,  explicitly, because it is a weighted average of θ 0

m l,  and θ 0
l m,  (equation (4)).

Thus, α 0
m l,  is identified whenever θ 0

m l,  and θ 0
l m,  are identified.

Lechner (1999b) shows that CIA identifies all effects as long as each cell has a marginal

probability conditional on X larger than 0 and smaller than 1. Furthermore, that paper shows that

some modified versions of the balancing score properties known from the binary treatment model

(Rosenbaum and Rubin, 1983) hold in this more general setting as well. In the following the

basic results of Lechner (1999b) are repeated.

Denote the choice probability of alternative j conditional on X as ( | ) ( )jP S j X x P x= = = , then

for the pair-wise treatment effect in the population the following equation is obtained:

,
0

( )
( | ) ( ) [ ( | ( ), ) | ] ( )

m

m l m m m

P X
E Y S m P S m E E Y P X S m S m P S mγ = = = + = ≠ ≠

( )
( | ) ( ) [ ( | ( ), ) | ] ( )

l

l l l

P X
E Y S l P S l E E Y P X S l S l P S l− = = + = ≠ ≠ . (11)

If the respective probabilities ( )mP x  and ( )lP x  are known or if a good estimator is available, i.e.

a consistent estimator that converges at the parametric rate, the dimension of the (nonparametric)

estimation problem is reduced to one.

Lechner (1999b) gives a similar result for the pair-wise treatment effect for the participants in one

of the treatments:

|

, |
0

( )
( | ) [ ( | ( ), ) | ]

l ml

m l m l l ml

P X
E Y S m E E Y P X S l S mθ = = + = = . (12)

                             | | ( )
( ) ( | , )

( ) ( )

l
l ml l ml

l m

P x
P x P S l S l or S m X x

P x P x
= = = = = =

+
.
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Again, the dimension of the estimation problem is reduced to one. If it is possible to model

| ( )l mlP x  directly, no information from subsamples other than the participants in m and l is needed

for identification and hence for the estimation of θ 0
m l,  and θ 0

l m, . In many cases however, it will be

more straightforward from a modelling point of view to model the complete discrete choice

problem of choosing a particular treatment out of the complete list of treatments simultaneously.

| ( )l mlP x  could then be computed from that model. When a discrete choice model is estimated, or

generally when the conditional choice probabilities are more difficult to obtain than the marginal

ones, it may be attractive to condition jointly on ( )lP X  and ( )mP X  instead of | ( )l mlP X . This

also identifies ,
0
m lθ , because ( )lP X  together with ( )mP X  is finer than | ( )l mlP X , since

|[ ( ) | ( ), ( )]l ml l mE P X P X P X  = 
( )

[ | ( ), ( )]
( ) ( )

l
l m

l m

P X
E P X P X

P X P X+
 = | ( )l mlP X .

The equality |( | ) [ ( | ( ), ) | ]l l l ml
XE Y S m E E Y P X S l S m= = = =  that is used in equation (12)

suggests another way of identifying (and estimating) the population effect γ 0
m l, , because γ 0

m l,  can

be written as follows:

,
0

0

[ ( | ) ( | )] ( )
M

m l m l m l

j

EY EY E Y S j E Y S j P S jγ
=

= − = = − = =∑

| |

0

{ [ ( | ( ), ) | ] [ ( | ( ), ) | ]} ( )
M

m m mj l l lj
X X

j

E E Y P X S m S j E E Y P X S l S j P S j
=

= = = − = = =∑    (13)

Making use of equations (4), (12), and (13) allows the strategy to estimate ( | )lE Y S m=  for all

combinations of m and l, and then to use these estimates to compute the different treatment

effects 0
mlγ , 0

mlα , and 0
mlθ . Such an estimator is proposed in Section 3.

2.3.2 Composite effects

In the application a specific choice of weights will be considered, namely the unconditional

distribution of treatments other than m in the population.
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, ( | )m lv P S l S m= = ≠% ,                
( )

( | )
1 ( )

P S l
P S l S m

P S m

== ≠ =
− =

, m l≠ . (14)

From a practical point of view an interesting question here is the following: Suppose we

aggregate all observations not observed in treatment m in one group denoted by m−  without

taking into account that this group is composed of different subgroups. Does an otherwise

correctly performed estimation, that can be easily computed since it is based on the binary

treatment model, correspond to a particular weighting scheme, and thus have a causal

interpretation? The answer is yes, it has a causal interpretation, but that interpretation and thus the

implied weighting scheme is different for 0 ( )m mvγ  and 0 ( )m mvθ . Furthermore, it is difficult to

derive the weights, denoted as mv
(

 and mv
((

 in the following, explicitly, because they depend on

the particular distribution of ( )mP X  in the specific comparison groups. This can be seen by the

following considerations:

0 ( )m m m mv EY EYγ −= − =(

( | ) ( ) ( | ) ( )m m mEY E Y S m P S m E Y S m P S m− −= − = − = − − = =

( | ) ( ) ( | ) ( )m m mEY E Y S m P S m E Y S m P S m− −= − = − = − − = =

, ,

0

( | ) ( ) { [ | ( ), ] | )} ( )
M

m m l l m l l m
X

j

EY E v Y S l P S l E E v Y P X S l S m P S m
=

= − = = − = = =∑ ( (
;

0 ( ) ( | ) ( | )m m m mv E Y S m E Y S mθ −= = − = =
((

( | ) { [ | ( ), ] | }m m m
XE Y S m E E Y P X S m S m−= = − = − = .

Whether this may or may not be a more sensible specification of the weights, depends on the

context. It is however important to notice that 0 ( )m mvθ %  and 0 ( )m mvθ (
 are in general different causal

effects.
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3 A matching estimator

Given the choice probabilities, or a consistent estimate of them, the terms appearing in equations

(12) and (13) can be estimated by any parametric, semiparametric, or nonparametric regression

method that can handle one or two-dimensional explanatory variables. Lechner (1999b) proposes

a matching estimator that is analogous to the rather simple algorithms used in the literature on

binary treatments. It is given in Table 1.

Table 1: A matching protocol for the estimation of ,
0
m lγ , ,

0
m lα , and ,

0
m lθ

6WHS�� 6SHFLI\�DQG�HVWLPDWH�D�PXOWLQRPLDO�FKRLFH�PRGHO�WR�REWDLQ� 0 1ˆ ˆ ˆ[ ( ), ( ),..., ( )]M
N N NP x P x P x �

6WHS�� (VWLPDWH�WKH�H[SHFWDWLRQV�RI�WKH�RXWFRPH�YDULDEOHV�FRQGLWLRQDO�RQ�WKH�UHVSHFWLYH�EDODQFLQJ�VFRUHV�

)RU�D�JLYHQ�YDOXH�RI�P�DQG�O�WKH�IROORZLQJ�VWHSV�DUH�SHUIRUPHG�

D� &RPSXWH� |
ˆ ( )ˆ ( )

ˆ ˆ( ) ( )

l
l ml N

N l m
N N

P x
P x

P x P x
=

+
�RU�XVH� ˆ ˆ[ ( ), ( )]m l

N NP x P x �GLUHFWO\�

$OWHUQDWLYHO\��6WHS���PD\�EH�RPLWWHG�DQG�WKH�FRQGLWLRQDO�SUREDELOLWLHV�PD\�EH�GLUHFWO\�PRGHOOHG��DV
LQ�WKH�ELQDU\�FDVH�� | ( )l ml

NP x% ��
E� &KRRVH�RQH�REVHUYDWLRQ�LQ�WKH�VXEVDPSOH�GHILQHG�E\�SDUWLFLSDWLRQ�LQ�P�DQG�GHOHWH�LW�IURP�WKDW

SRRO�
F� )LQG�DQ�REVHUYDWLRQ�LQ�WKH�VXEVDPSOH�RI�SDUWLFLSDQWV�LQ�O�WKDW�LV�DV�FORVH�DV�SRVVLEOH�WR�WKH�RQH

FKRVHQ�LQ�VWHS�D��LQ�WHUPV�RI� |ˆ ( )l ml
NP x �� | ( )l ml

NP x% �RU� ˆ ˆ[ ( ), ( )]m l
N NP x P x ��,Q�FDVH�RI�XVLQJ

ˆ ˆ[ ( ), ( )]m l
N NP x P x �
FORVHQHVV
�LV�EDVHG�RQ�WKH�0DKDODQRELV�GLVWDQFH��'R�QRW�UHPRYH�WKDW

REVHUYDWLRQ��VR�WKDW�LW�FDQ�EH�XVHG�DJDLQ�
G� 5HSHDW�D��DQG�E��XQWLO�QR�SDUWLFLSDQW�LQ�P�LV�OHIW�
H� 8VLQJ�WKH�PDWFKHG�FRPSDULVRQ�JURXS�IRUPHG�LQ�F���FRPSXWH�WKH�UHVSHFWLYH�FRQGLWLRQDO

H[SHFWDWLRQ�E\�WKH�VDPSOH�PHDQ��1RWH�WKDW�WKH�VDPH�REVHUYDWLRQV�PD\�DSSHDU�PRUH�WKDQ�RQFH�LQ
WKDW�JURXS�

6WHS�� 5HSHDW�6WHS���IRU�DOO�FRPELQDWLRQV�RI�P�DQG�O�
6WHS�� &RPSXWH�WKH�HVWLPDWH�RI�WKH�WUHDWPHQW�HIIHFWV�XVLQJ�WKH�UHVXOWV�RI�6WHS���
1RWH� /HFKQHU������E��VXJJHVWV�DQ�HVWLPDWRU�RI�WKH�DV\PSWRWLF�VWDQGDUG�HUURUV�IRU� ˆml

Nγ �� ˆ ml
Nα ��DQG� ˆml

Nθ �EDVHG�RQ�WKH

DSSUR[LPDWLRQ�WKDW�WKH�HVWLPDWLRQ�RI�WKH�SUREDELOLWLHV�LQ�6WHS���FDQ�EH�LJQRUHG�

Note that matching is done allowing the same comparison observation to be used repeatedly. This

modification is necessary for the estimator to be applicable at all when the number of participants

in treatment m is larger than in the comparison treatment l. Since the role of m and l could be

reversed, this will always be the case when the number of participants is not equal in all

treatments. This procedure has the potential problem that very few observations may be heavily

used although other very similar observations are available. This may result in a substantial and

unnecessary inflation of the variance. Therefore, the occurrence of this feature should be
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checked, and if it appears, the algorithm needs to be suitably revised. Similar checks need to be

performed – as usual – to make sure that the distributions of the balancing scores do indeed

overlap sufficiently in the respective subsamples. For subsamples m and l this means that the

distributions of |ˆ ( )l ml
NP x  (or | ( )l ml

NP x%  or ˆ ˆ[ ( ), ( )]m l
N NP x P x ) have similar support.

The main advantage of the matching algorithm outlined in Table 1 is its simplicity. It is however

not asymptotically efficient, since the issue of the typical trade-off in non-parametric regression

between bias and variance is not addressed. Other more sophisticated and more computer

intensive matching methods are discussed for example by Heckman, Ichimura, and Todd (1998).

The composite effects are estimated as aggregates of the pair-wise effect using the weights given

in equation (14). In addition to that 0 ( )m mvθ (
 has been estimated directly from a pair-wise

comparison in an aggregated sample using a probit model to estimate the respective probabilities

and an accordingly simplified version of the algorithm outlined in Table 1.

4 Empirical application

4.1 Introduction and descriptive statistics

After experiencing increasing rates of unemployment in the mid 1990’ ties Switzerland conducted

a substantial active labour market policy. That policy has many different sub-programmes. For

the purpose of this study they are aggregated into five different groups that contain more or less

similar sub-programmes, i.e. NO PARTICIPATION in any programme, BASIC TRAINING (including

courses of the local language and job counselling), FURTHER vocational TRAINING (including

longer information technology courses as the largest part), EMPLOYMENT PROGRAMMES, and

TEMPORARY subsidised EMPLOYMENT (job with company, labour office pays difference between

wage and 70-80% of previous earnings7).

This application concentrates only on the largest Swiss canton, namely the canton of Zurich.8 The

population of interest is unemployed at the 31st of December 1997 (unemployment was a

condition to be eligible for the programmes), aged between 25 and 55, has not participated in a

                                                          
7 This is slightly more than the unemployment benefits. Furthermore, the expiry date of unemployment benefits

may be prolonged.
8 Switzerland is divided into 26 cantons that enjoy a considerable autonomy from the central government.
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substantial programme before the end of 1997, and is not disabled. The individual programme

participation begins during 1998 and the observation period ends in March 1999. Hence, only

short-run effects will possibly be discovered.

The data come from the Swiss unemployment registers and cover - before sample selection - the

total population unemployed at that time in the canton of Zurich. Further information about the

data base can be found in Gerfin and Lechner (1999).9 The data base is fairly informative because

it contains all the information the local labour offices use for the payment of the unemployment

benefits and for advising the unemployed. Therefore, the conditional independence assumption is

assumed to be valid for the remainder of this paper.10

Table 2: Descriptive statistics of selected variables according to the different states

1RQ�
SDUWLFLSDWLRQ

EDVLF�WUDLQLQJ IXUWKHU
WUDLQLQJ

HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

PHGLDQ�LQ�VXEVDPSOH
$JH �� �� �� �� ��
'D\V�RI�XQHPSOR\PHQW�EHIRUH�VWDUW ��� ��� ��� ��� ���
'XUDWLRQ�RI�SURJUDPPH�LQ�GD\V � �� �� ��� ���
6WDUWLQJ�GD\�RI�SURJUDPPH�DIWHU����� �� �� �� ��� ���

VKDUH�LQ�VXEVDPSOH�LQ��
*HQGHU��IHPDOH �� �� �� �� ��
6XEMHFWLYH�YDOXDWLRQV�RI�ODERXU�RIILFH
��4XDOLILFDWLRQ� EHVW �� �� �� �� ��
� PHGLXP �� �� �� �� ��

ZRUVW �� �� �� �� ��
��&KDQFH�WR�ILQG�QHZ�MRE�� XQFOHDU � � � � �
� YHU\�HDV\ � � � � �
� HDV\ �� � �� � ��
� PHGLXP �� �� �� �� ��
� GLIILFXOW �� �� �� �� ��
� VSHFLDO�FDVH � � � � �
1DWLYH�ODQJXDJH��*HUPDQ �� �� �� �� ��
�����������RWKHU�WKDQ�*HUPDQ��)UHQFK��,WDOLDQ �� �� �� �� ��
1XPEHU�RI�REVHUYDWLRQV ���� ���� ��� ��� ����
1RWH�� 6WDUWLQJ�GDWHV�IRU�WKH�QRQSDUWLFLSDQWV�DUH�UDQGRP�GUDZV�LQ�WKH�GLVWULEXWLRQ�RI�DOO�REVHUYDEOH�VWDUWLQJ�GDWHV��1RQ�

SDUWLFLSDQWV�QR�ORQJHU�XQHPSOR\HG�DW�WKHLU�GHVLJQDWHG�VWDUWLQJ�GDWH�KDYH�EHHQ�GHOHWHG�IURP�WKH�VDPSOH�

                                                          
9 Gerfin and Lechner (1999) study the effects of the various programmes of the Swiss active labour market policy.

Their data base covers all of Switzerland and also has some additional information from the pension system. Also,
they consider more details of this policy. However, that data set is too expensive to handle for the current analysis.

10 Obviously, there may be substantial arguments claiming that this may not be true. However, the aim of this study
is to give an example of how an evaluation could be performed in this setting, and not to derive policy relevant
conclusion. For the same reason, the reader is referred to Gerfin and Lechner (1999) for more discussion about the
features of the single programmes.
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Table 2 gives some descriptive statistics of selected variables for subsamples defined by the five

different states. From these statistics it is obvious that the programmes are heterogeneous with re-

spect to programme characteristics - for example duration - as well as with respect to individual

characteristics of participants such as skills, qualifications, employment histories, among others.11

The effect of the programmes will be measured in terms of changes in the average probabilities

of employment in the first labour market caused by the programme. It will be measured after the

programme begins. The time in the programme is not considered as regular employment. This

means that if somebody leaves a programme early in order to take up a job, this will influence our

measure of effectiveness of the programme in a positive way. Such a measure could be disputed

if one believes that being in the programme is a ’good thing’ per se, but it is the approach taken in

this paper to concentrate solely on the success in the labour market.

The entries in the main diagonal of Table 3 show the level of employment rates of the five groups

in percentage points. The off-diagonal entries refer to the unadjusted difference of the

corresponding levels. These rates are observed on a daily basis. The results in the table refer to

latest observations available, i.e. to the end of March 1999. The last two columns refer to a

composite category aggregating all states except the one given in the respective row.

Table 3: Unadjusted differences and levels of employment

1RQ�
SDUWLFLSDWLRQ

EDVLF
WUDLQLQJ

IXUWKHU
WUDLQLQJ

HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

DOO�RWKHU
FDWHJRULHV�


1RQSDUWLFLSDWLRQ ������ ��� ����� ���� ���� ������ ������
EDVLF�WUDLQLQJ ������ ����� ��� ����� ����� ������
IXUWKHU�WUDLQLQJ ������ ���� ��� ������ ������
HPSOR\PHQW�SURJUDPPH ������ ����� ����� ������
WHPSRUDU\�HPSOR\PHQW ������ ������ ������
1RWH�� 7KH�RXWFRPH�YDULDEOH�LV�HPSOR\PHQW�LQ���SRLQWV�IRU�GD\������$EVROXWH�OHYHOV�RQ�PDLQ�GLDJRQDO�DQG�LQ�WKH�ODVW�FROXPQ

�VKDGHG��LQ�EUDFNHWV���$OO�RWKHU�FDWHJRULHV�GHQRWHV�WKH�DJJUHJDWLRQ�RI�DOO�FDWHJRULHV�H[FHSW�WKH�RQH�JLYHQ�LQ�WKH
UHVSHFWLYH�URZ�

The results show a wide range for average employment rates. The highest values that are close to

50% correspond to FURTHER TRAINING and TEMPORARY EMPLOYMENT. Clearly, the participants

                                                          
11 Unemployment duration until the beginning of training is an important variable for the participation decision.

Since that variable is not observed for the group without treatment, starting dates are randomly allocated to these
individuals according to the distribution of observed starting dates. Individuals no longer unemployed at the
allocated starting dates are deleted from the sample. This approach follows closely an approach called random in
Lechner (1999a).
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with the worst (unadjusted) employment experience are the participants in EMPLOYMENT

PROGRAMMES, followed by participants in BASIC TRAINING. However, from this table it is

impossible to conclude whether the resulting order of employment rates is due to different

impacts of the programmes, or to a selection of unemployed with already fairly different

employment chances into to the various programmes. Disentangling these effects is of course the

main task of every evaluation study.

4.2 Participation probabilities

Table 4 shows the estimation results of a multinomial probit model (MNP) using simulated

maximum likelihood with the GHK simulator.12 The largest group (non-participation) is chosen

as the reference category. Although being fully parametric, the MNP is a flexible version of a

discrete choice model, because it does not require the Independence of Irrelevant Alternatives

assumption to hold.13

The variables that are used in the MNP are selected by a preliminary specification search based

on binary probits (each relative to the reference category) and score tests against omitted

variables. Based on that step the final specifications contain a varying number of mainly discrete

variables that cover groups of attributes related to personal characteristics, valuations of

individual skills and chances on the labour market as assessed by the labour office, previous and

desired future occupations, as well as information related to the previous unemployment spell and

to the unemployment spell that was still on-going in the last day of 1997. Entries for variables ex-

cluded from a particular choice equation show a 0 for the coefficient and ’-’ for the standard error.

                                                          
12 See for example Börsch-Supan, Hajivassiliou (1993) and Geweke, Keane, Runkle (1994).
13 In practise, some restrictions on the covariance matrix of the errors terms of the MNP need to be imposed,

because not all elements of the covariance matrix are identified and to avoid excessive numerical instability. See
below.
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Table 4: Results of the estimation of a multinomial probit model

EDVLF�WUDLQLQJ IXUWKHU
WUDLQLQJ

HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

FRHI� VWG� FRHI� VWG� FRHI� VWG� FRHI� VWG�
&RQVWDQW ��� ��� ����� ��� ����� ��� ���� ���
$JH�LQ�\HDUV����� ��� ��� ��� ��� ��� ��� ��� ���
2OGHU�WKDQ����\HDUV � � � � � � ���� ���
*HQGHU��IHPDOH ��� ��� ���� ��� ���� ��� � �
0DUULHG � � � � ���� ��� � �
)LUVW�IRUHLJQ�ODQJXDJH�� (QJOLVK ��� ��� � � � � � �

)UHQFK��,WDOLDQ��*HUPDQ ���� ��� � � ��� ��� � �
1DWLYH�ODQJXDJH��)UHQFK ��� ��� � � � � � �

,WDOLDQ ��� ��� ����� ��� � � � �
RWKHU�WKDQ�)UHQFK��,WDOLDQ��*HUPDQ ��� ��� ���� ��� � � ���� ���

3HUPDQHQW�IRUHLJQ�UHVLGHQW��ZRUN�SHUPLW�&� � � � � ���� ��� � �
7HPSRUDU\�IRUHLJQ�UHVLGHQW��ZRUN�SHUPLW�%� ��� ��� ����� ��� ���� ��� � �
,QIRUPDWLRQ�DERXW�ORFDO�ODERXU�RIILFH
��ORFDWHG�LQ�ODERXU�PDUNHW�UHJLRQ��6PDOO�YLOODJHV ����� ��� ���� ��� ���� ��� ���� ���
��ORFDWHG�LQ�ODERXU�PDUNHW�UHJLRQ��%LJ�FLWLHV ���� ��� ���� ��� ���� ��� ���� ���
��VKDUH�RI�HQWU\�LQWR�ORQJ�WHUP�XQHPSOR\HG�RI�DOO�8( ����� ��� ���� ��� ���� ��� ���� ���
��QR�LQIRUPDWLRQ�RQ�VKDUHV�DYDLODEOH ����� ��� ��� ��� ��� ��� ��� ���
6XEMHFWLYH�YDOXDWLRQV�RI�ODERXU�RIILFH
��TXDOLILFDWLRQ�� EHVW�D� ���� ��� ��� ��� ���� ��� � �
�� ZRUVW�D� � � � � � � � �
��FKDQFH�WR�ILQG�D�QHZ�MRE��XQFOHDU�E� � � ���� ��� ���� ��� ��� ���
� YHU\�HDV\�E� � � � � � � ��� ���
� HDV\�E� � � � � � � ��� ���
� GLIILFXOW�E� ��� ��� ���� ��� � � ���� ���
� VSHFLDO�FDVH�E� ���� ��� ���� ��� ���� ��� ����� ���
'HVLUHG�OHYHO�RI�RFFXSDWLRQ��SDUW�WLPH�F� ���� ��� � � ���� ��� ���� ���

���IXOO�WLPH�F� ��� ��� � � ���� ��� ���� ���
'HVLUHG�RFFXSDWLRQ�VDPH�DV�ODVW�RFFXSDWLRQ�G� ���� ��� � � � � � �
/DVW�VHFWRU
��DJULFXOWXUH ���� ��� ����� ��� � � � �
��FRQVWUXFWLRQ ���� ��� ���� ��� ���� ��� ��� ���
��SXEOLF�VHUYLFHV ��� ��� � � � � ���� ���
��FRPPXQLFDWLRQV��QHZV ��� ��� ���� ��� � � ��� ���
��UHSDLUV ��� ��� � � � � � �
��WRXULVP��FDWHULQJ � � ���� ��� � � � �
��VHUYLFHV��SURSHUWLHV��UHQWLQJ��OHDVLQJ������ � � � � ����� ��� � �
��RWKHU�VHUYLFHV � � � � � � ��� ���
��VHFWRUDO�XQHPSOR\PHQW�UDWH�LQ���
��� � � � � ���� ��� � �
Table 4 to be continued.
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Table 4 - continued: Results of the estimation of a multinomial probit model

EDVLF�WUDLQLQJ IXUWKHU
WUDLQLQJ

HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

FRHI� VWG� FRHI� VWG� FRHI� VWG� FRHI� VWG�
/DVW�RFFXSDWLRQ
��FRQVWUXFWLRQ � � ����� ��� � � ��� ���
��WUDQVSRUWDWLRQ ���� ��� � � � � � �
��PHWDOV � � � � � � � �
��SDLQWLQJ��GUDZLQJ����� � � � � � � ��� ���
��RIILFH � � ��� ��� � � � �
��WRXULVP��FDWHULQJ ��� ��� � � � � � �
��PDQDJHPHQW��MXGLFLDO�V\VWHP��VHOI�HPSOR\HG����� � � � � ���� ��� � �
��DUFKLWHFWV��HQJLQHHUV��WHFKQLFLDQV � � ���� ��� � � � �
��VHFXULW\��VRFLDO�VHUYLFHV����� � � ���� ��� � � � �
��FRVPHWLFV��DQG�VLPLODU�VHUYLFHV � � ���� ��� � � ���� ���
��HGXFDWLRQ � � � � � � ��� ���
3UHYLRXV�MRE�SRVLWLRQ��KLJK��PDQDJHPHQW������ � � � � ���� ��� ���� ���

�������YHU\�ORZ � � ���� ��� � � � �
3UHYLRXV�PRQWKO\�HDUQLQJV��EHORZ������6)U � � ��� ��� � � � �

��DERYH������6)U � � ��� ��� � � ���� ���
'XUDWLRQ�RI�SUHYLRXV�XQHPSOR\PHQW�VSHOO������� ���� ��� � � ��� ��� � �
'XUDWLRQ�RI�&8(6�XQWLO�VWDUW�RI�SURJUDPPH������� ��� ��� ���� ��� ����� ��� ����� ���
�'XUDWLRQ�RI�&8(6�XQWLO��������������������
��� ���� ��� � � � � � �
'XUDWLRQ�RI�&8(6��OHVV�WKDQ������GD\V � � ���� ��� ���� ��� � �

��OHVV�WKDQ�����GD\V � � � � ���� ��� ���� ���
��OHVV�WKDQ�����GD\V � � � � ���� ��� � �

3DUWLFLSDWLRQ�LQ�SURJUDPPH�RI�����ZHHNV�LQ�&8(6 � � ��� ��� � � � �
'D\V�IURP����������XQWLO�VWDUW������ ���� ��� ���� ��� ��� ��� ��� ���

,PSOLHG�FRYDULDQFH�PDWUL[�RI�WKH�HUURU�WHUPV

FRHI� W�YDO� FRHI� W�YDO� FRHI� W�YDO� FRHI� W�YDO� FRHI� W�YDO�

1RQSDUWLFLSDWLRQ � � � � � � ���� ��� ���� ����
%DVLF�WUDLQLQJ ���� ��� ����� ���� ���� ���� ���� ���
)XUWKHU�WUDLQLQJ ���� � ���� ���� ���� ���
(PSOR\PHQW�SURJUDPPH ���� � ���� ����
7HPSRUDU\�HPSOR\PHQW � ���� �

,PSOLHG�FRUUHODWLRQ�PDWUL[�RI�WKH�HUURU�WHUPV
1RQSDUWLFLSDWLRQ � � � ���� ����
%DVLF�WUDLQLQJ � ���� ���� ����
)XUWKHU�WUDLQLQJ � ��� ����
(PSOR\PHQW�SURJUDPPH � ����
1RWH� 6LPXODWHG�PD[LPXP�OLNHOLKRRG�HVWLPDWHV�XVLQJ�WKH�*+.�VLPXODWRU������GUDZV�LQ�VLPXODWRU�IRU�HDFK�REVHUYDWLRQ�DQG

FKRLFH�HTXDWLRQ���&RHIILFLHQWV�RI�WKH�FDWHJRU\�1213$57,&,3$7,21�DUH�QRUPDOL]HG�WR�]HUR��,QIHUHQFH�LV�EDVHG�RQ�WKH�RXWHU
SURGXFW�RI�WKH�JUDGLHQW�HVWLPDWH�RI�WKH�FRYDULDQFH�PDWUL[�RI�WKH�FRHIILFLHQWV�LJQRULQJ�VLPXODWLRQ�HUURU�
1� �������9DOXH�RI�ORJ�OLNHOLKRRG�IXQFWLRQ�������������
%ROG�QXPEHUV�LQGLFDWH�VLJQLILFDQFH�DW�WKH����OHYHO����VLGHG�WHVW���QXPEHUV�LQ�LWDOLFV�UHODWH�WR�WKH����OHYHO�
,I�QRW�VWDWHG�RWKHUZLVH��DOO�LQIRUPDWLRQ�LQ�WKH�YDULDEOHV�UHODWHV�WR�WKH�ODVW�GD\�LQ�'HFHPEHU�������D��5HIHUHQFH�JURXS�
TXDOLILFDWLRQ��PHGLXP��E��5HIHUHQFH�JURXS��FKDQFH�WR�ILQG�D�QHZ�MRE��PHGLXP��F��5HIHUHQFH�JURXS��XQNQRZQ�GHVLUHG
OHYHO��DERXW�����RI�VDPSOH���G��%DVHG�RQ�WKH���GLJLW�MRE�FODVVLILFDWLRQ�

�����&KROHVN\�IDFWRUV�DUH�HVWLPDWHG�WR�HQVXUH�WKDW�WKH�FRYDULDQFH�RI�WKH�HUURUV�UHPDLQV�SRVLWLYH�GHILQLWH��W�YDOXHV�UHIHU
WR�WKH�WHVW�ZKHWKHU�WKH�FRUUHVSRQGLQJ�&KROHVN\�IDFWRU�LV�]HUR��RII�GLDJRQDO��RU�RQH��PDLQ�GLDJRQDO��
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The estimation results show that compared to the status NONPARTICIPATION the coefficients

related to the choice equations are fairly heterogeneous, including sign changes of significant

variables. Although this could be expected already from the descriptive statistics given in Table

2, the MNP again confirms this finding and also shows that it is related to more variables than

those given in Table 2. All these results basically confirm the view that individuals with severe

problems on the labour market have a clearly higher probability of ending up in either BASIC

TRAINING or an EMPLOYMENT PROGRAMME. The latter is particularly used as a programme for the

long-term unemployed.14 In contrast it is more likely for the ’easier’ cases to participate IN

FURTHER TRAINING or TEMPORARY EMPLOYMENT. Therefore, one can safely conclude that the

various groups of active labour market policies are targeted to different groups of the

unemployed.

The lowest part of Table 4 gives the estimated covariance matrix of the error terms as well as the

implied correlation matrix. The estimated standard errors of the error terms vary between .6

(BASIC TRAINING) and about 3 (FURTHER TRAINING). The estimated correlations are between -.9

and .3. The high negative correlation as well as the general lack of precision of the covariance

matrix estimate is a somewhat worrying feature.15 The lack of precision is transferred to the other

estimated coefficients. Compared to a more restrictive specification, there appears to be a

considerable increase in the standard errors of the two groups with the largest estimated

variances, namely FURTHER TRAINING and EMPLOYMENT PROGRAMME.

The estimation results presented in Table 4 are used to compute the participation probabilities of

the various categories conditional on X. Table 5 gives some descriptive statistics of the

distribution of these probabilities in the various subgroups. The columns of the upper part of that

table contain the 5%, 50%, and 95% quantiles of the distribution of the respective probabilities as

they appear in the sample denoted in the particular row. Of course, the values of the probabilities

that correspond to the probabilities of the category in which these observations are observed

(shaded area) are the highest one in each column. Another observation is that there is

                                                          
14 Note that for EMPLOYMENT PROGRAMMES the reference group of the dummy variables measuring length of the

current unemployment spells is more than 270 days. Combining the coefficients for the dummy variables with the
coefficient of the continuous variable gives, for example, a value of -2 for 50 days of unemployment compared to
a value of -.3 for 300 days of unemployment. Ignoring the continuous variable, that is insignificant, gives
corresponding values of –1.9 and 0. In addition, the begin of the programme, that is also positively related to the
duration of the unemployment spell, is significantly later for participants in EMPLOYMENT PROGRAMMES than for
other programmes.

15 Increasing the number of draws from 140 to 250 gives basically the same result.
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considerable variation of the probabilities. This means on the one hand that the observations

within a treatment show a considerably heterogeneity with respect to their characteristics. But on

the other hand, there is probably sufficient overlap as is necessary for the successful working of

the matching (and of course every other nonparametric) procedure.16

Table 5: Descriptive statistics for the distribution of the participation probabilities computed

from the multinomial probit in the population and the subsamples

4XDQWLOHV�RI�SUREDELOLWLHV�LQ��
EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW

SURJUDPPH
WHPSRUDU\
HPSOR\PHQW

6DPSOHV �� ��� ��� �� ��� ��� �� ��� ��� �� ��� ���
1RQSDUWLFLSDWLRQ � �� �� � � �� � � �� � �� ��
%DVLF�WUDLQLQJ �� �� �� � � �� �� � �� � �� ��
)XUWKHU�WUDLQLQJ � �� �� � �� �� � � �� � �� ��
(PSOR\PHQW�SURJUDPPH � �� �� � � �� � �� �� � �� ��
7HPSRUDU\�HPSOR\PHQW � �� �� � � �� � � �� �� �� ��
$OO � �� �� � � �� � � �� � �� ��

&RUUHODWLRQ�PDWUL[�RI�SUREDELOLWLHV�LQ�IXOO�VDPSOH
EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW

SURJUDPPH
WHPSRUDU\
HPSOR\PHQW

1RQSDUWLFLSDWLRQ ���� ��� ���� ����
%DVLF�WUDLQLQJ ���� ���� ����
)XUWKHU�WUDLQLQJ ���� ���
(PSOR\PHQW�SURJUDPPH ���
1RWH� 6HH�QRWH�EHORZ�7DEOH���

The lower part of Table 5 presents the correlations of these probabilities in the complete sample.

There are fairly strong negative correlations between the probabilities for some treatments, but

they do not get smaller than -0.6 for any pair. Although, the magnitudes of these correlations

change somewhat for the subsamples defined by treatment status, they have a very similar

structure in these subsamples (not given here).

There are three additional probabilities that are used subsequently in the matching. First, for the

estimator that will be called naive conditional, a probit model based only on observations

observed in group m and l is used to obtain | ( )m mlP X% . The respective explanatory variables are

those that influence the choices between both m and l and the reference category

                                                          
16 Note that matching as implemented here is with replacement. Therefore, it is less demanding in terms of

distributional overlap than matching without replacement, because extreme observations in the comparison group,
that are the rare commodity in that trade, can be used more than once.
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(NONPARTICIPATION). Secondly, | ( )m mlP X  is computed using the definition of conditional

probabilities given exclusive categories | ( ) ( ) /[ ( ) ( )]m ml m m lP X P X P X P X= + , where ( )mP X  and

( )lP X  are the probabilities from the multivariate probit model (MVP conditional). If the MNP is

the correct specification, then the probabilities | ( )m mlP X%  are misspecified, because they ignore

the dependence of | ( )m mlP X  on variables influencing other choices and also use another

functional form than | ( )m mlP X . Finally, ( )mP X−  is estimated with a probit model using all the

explanatory variables appearing in Table 4.

4.3 Matching using different balancing scores

4.3.1 Quality of the matches

Matching is implemented as described in Table 1. The Mahalanobis distance is used as distance

metric when matching is on more than one variable, i.e. ( )mP X  and ( )lP X  (called MVP

unconditional in the following). This metric has some appeal because the probabilities are fairly

close to being continuous.

Using the standardised bias as indicator of the match-quality, the results given in Table 6 show

that match quality is rather good with respect to the probabilities used for the matching. This

indicates that the overlap of these probabilities is generally sufficient. An exception is perhaps the

case when the small and fairly special group of individuals participating in EMPLOYMENT

PROGRAMMES and FURTHER TRAINING are used as a comparison groups. This problem appears

however mainly in the case of using both ( )mP X  and ( )lP X , and to a much lesser extend for

matching on single probabilities.
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Table 6: Are the probabilities used for matching balanced ? Results for the absolute standardised

bias (* 100)

l

m

1RQSDUWLFLSDWLRQ EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

093�XQFRQGLWLRQDO�� ( )mP X �DQG� ( )lP X

( )mP X 1( )P X ( )mP X 2 ( )P X ( )mP X 3( )P X ( )mP X 4 ( )P X ( )mP X 5 ( )P X

1RQSDUWLFLSDWLRQ � � �� �� �� ��� ��� ��� �� ��
%DVLF�WUDLQLQJ �� �� � � ��� ��� ��� ��� ��� ���
)XUWKHU�WUDLQLQJ �� �� �� �� � � ��� ��� �� ��
(PSOR\PHQW�SURJUDPPH �� �� �� �� ��� ��� � � �� ���
7HPSRUDU\�HPSOR\PHQW �� �� �� �� �� ��� ��� ��� � �

093�FRQGLWLRQDO�� |m mlP �
|m mlP |m mlP |m mlP |m mlP |m mlP

1RQSDUWLFLSDWLRQ � �� �� �� ��
%DVLF�WUDLQLQJ �� � �� �� ��
)XUWKHU�WUDLQLQJ �� �� � ��� ��
(PSOR\PHQW�SURJUDPPH �� �� �� � ��
7HPSRUDU\�HPSOR\PHQW �� �� �� �� �

1DLYH�FRQGLWLRQDO�� |m mlP% �
|m mlP% |m mlP% |m mlP% |m mlP% |m mlP%

1RQSDUWLFLSDWLRQ � �� �� �� ��
%DVLF�WUDLQLQJ �� � �� �� ��
)XUWKHU�WUDLQLQJ �� �� � ��� ��
(PSOR\PHQW�SURJUDPPH �� �� �� � ��
7HPSRUDU\�HPSOR\PHQW �� �� �� �� �

093�XQFRQGLWLRQDO�� ( )mP X

( )mP X ( )mP X ( )mP X ( )mP X ( )mP X

1RQSDUWLFLSDWLRQ � �� �� �� ��
%DVLF�WUDLQLQJ �� � ��� ��� ��
)XUWKHU�WUDLQLQJ �� � � �� ��
(PSOR\PHQW�SURJUDPPH �� �� �� � ��
7HPSRUDU\�HPSOR\PHQW �� �� �� �� �
1RWH�� 7KH�DEVROXWH�VWDQGDUGL]HG�ELDV��6%��LV�GHILQHG�DV�WKH�DEVROXWH�GLIIHUHQFH�RI�WKH�PHDQV�LQ�WKH�VXEVDPSOHV�P�DQG�WKH

PDWFKHG�FRPSDULVRQ�VDPSOH�REWDLQHG�IURP�SDUWLFLSDQWV�LQ�O��GLYLGHG�E\�WKH�VTXDUH�URRW�RI�WKH�DYHUDJH�RI�WKH�YDULDQFHV
LQ�P�DQG�WKH�PDWFKHG�FRPSDULVRQ�VDPSOH�
������6%�FDQ�EH�LQWHUSUHWHG�DV�ELDV�LQ���RI�WKH�DYHUDJH�VWDQGDUG�GHYLDWLRQ�

However, the real question is whether matching on these probabilities is sufficient to balance the

covariates. Table 7 gives the results of two summary measures - the median absolute standardised

bias and the mean squared standardised bias - that give an indication of the distance between the

marginal distributions of the covariates that influence the choice in group m and the matched

comparison group l. There does not appear to be a consensus in the literature about how to

measure the distance between high dimensional multivariate distributions, but the two measures

given are often used. Their major shortcoming is that they are based on the (weighted)
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differences of the marginal means only, thus ignoring any other feature of the respective

multivariate distributions.

Table 7: Are the covariates balanced ? Results for the median absolute standardised bias

(MASB) and the mean squared standardised bias (MSSB)

l

m

1RQSDUWLFLSDWLRQ EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

0$6% 066% 0$6% 066% 0$6% 066% 0$6% 066% 0$6% 066%
093�XQFRQGLWLRQDO�� ( )mP X �DQG� ( )lP X

1RQSDUWLFLSDWLRQ � � � �� � �� � �� � ��
%DVLF�WUDLQLQJ � �� � � � ��� � ��� � ��
)XUWKHU�WUDLQLQJ � �� � �� � � � ��� � ��
(PSOR\PHQW�S� � �� � 1�$ � �� � � � ��
7HPSRUDU\�H� � �� � �� � �� � �� � �
������6XP �� �� �� 1�$ �� ��� �� ��� �� ��

093�FRQGLWLRQDO�� |m mlP
1RQSDUWLFLSDWLRQ � � � �� � �� � ��� � ��
%DVLF�WUDLQLQJ � �� � � � ��� � ��� � ��
)XUWKHU�WUDLQLQJ � �� � �� � � � ��� � ��
(PSOR\PHQW�S� � �� � 1�$ � �� � � � ��
7HPSRUDU\�H� � �� � �� � �� � ��� � �
�����6XP �� �� �� 1�$ �� ��� �� ��� �� ���

1DLYH�FRQGLWLRQDO�� |m mlP%
1RQSDUWLFLSDWLRQ � � � �� � �� � ��� � ��
%DVLF�WUDLQLQJ � �� � � � ��� � ��� � ��
)XUWKHU�WUDLQLQJ � �� � �� � � � ��� � ��
(PSOR\PHQW�S� � �� � �� � 1�$ � � � ��
7HPSRUDU\�H� � �� � �� � �� � �� � �
�����6XP �� �� �� �� �� 1�$ �� ��� �� ���

093�XQFRQGLWLRQDO�� ( )mP X

1RQSDUWLFLSDWLRQ � � � �� �� ��� � ��� � ��
%DVLF�WUDLQLQJ � �� � � �� ��� �� ��� � ��
)XUWKHU�WUDLQLQJ � �� � �� � � � ��� � ��
(PSOR\PHQW�S� � �� � ��� � ��� � � � ��
7HPSRUDU\�H� � �� � �� �� ��� � ��� � �
������6XP �� ��� �� ��� �� ���� �� ���� �� ���
1RWH�� 7KH�VWDQGDUGL]HG�ELDV��6%��LV�GHILQHG�DV�WKH�GLIIHUHQFH�RI�WKH�PHDQV�LQ�WKH�UHVSHFWLYH�VXEVDPSOHV�GLYLGHG�E\�WKH

VTXDUH�URRW�RI�WKH�DYHUDJH�RI�WKH�YDULDQFHV�LQ�P�DQG�WKH�PDWFKHG�FRPSDULVRQ�VDPSOH�REWDLQHG�IURP�SDUWLFLSDQWV�LQ�O�

�����6%�FDQ�EH�LQWHUSUHWHG�DV�ELDV�LQ���RI�WKH�DYHUDJH�VWDQGDUG�GHYLDWLRQ��7KH�PHGLDQ�RI�WKH�DEVROXWH�VWDQGDUGL]HG
ELDV��0$6%��DQG�WKH�PHDQ�RI�WKH�VTXDUHV�RI�WKH�VWDQGDUGL]HG�ELDV��066%��DUH�WDNHQ�ZLWK�UHVSHFW�WR�DOO����FRYDULDWHV
LQFOXGHG�LQ�WKH�HVWLPDWLRQ�RI�WKH�093��VHH�7DEOH�����1�$��1RW�DYDLODEOH��EHFDXVH�RQH�FRYDULDWH�KDV�]HUR�YDULDQFH�IRU
WKDW�SDLU�

Using the results in Table 7 to rank the different versions according to their match quality, the

first conclusion is that matching solely on the marginal probabilities gives a comparatively bad
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match for most of the combinations of different treatments. Thus, the theoretical finding that

conditioning on the marginal probability is not sufficient seems to matter in this application.

Comparing the match quality obtained by using the two different ways to estimate the conditional

probabilities, it is very hard to spot any systematic difference.

Counting the cells where one estimator dominates the other, the estimator matching on both

marginal probabilities appears to be superior to all the others. Compared to the version using only

the conditional probability computed from the MNP, it dominates slightly on MASB (+3) and

considerably on MSSB (+ 8). With respect to the naive estimator, the ranking is similar. The

naive conditional is clearly dominated for MSSB, whereas no difference appears for MASB.

Since MSSB is more influenced by extreme values than MASB, it appears that the unconditional

MVP produces less extreme mismatches than both of the other methods, but particularly than the

naive conditional. Furthermore, the dominance is most visible for the control groups that appear

most difficult to match according to Table 6, namely FURTHER TRAINING and EMPLOYMENT

PROGRAMMES.

A matching algorithm that uses every control group only once runs into problems in regions of

the attribute space where the density of the probabilities is very low for the control group

compared to the treatment group.17 An algorithm that allows to use the same observation more

than once, does not have that problem as long as there is an overlap in the distributions. The

drawback of that estimator might be that it uses observations too often, in the sense that

comparable observations that are almost identical to the ones actually used are available. Hence,

in principle there could be substantial losses in precision as a price to pay for a reduction of bias.

Table 8 addresses that issue by considering two measures. The first is a concentration ratio

computed as the sum of weights in the first decile of the weight distribution – each weight equals

the number of treated observations the specific control observation is matched to – divided by the

total sum of weights in the comparison sample. The second measure gives the mean weights of

the matched comparison observations. In case the comparison sample is smaller than the

treatment sample so that the mean must be larger than 1, the mean is adjusted downwards by the

ratio of the sample sizes. Note that it is not possible to attribute the numbers in Table 8 to an

excess use of 'middle of the road' observations (which is not desired and could be avoided in

                                                          
17 Note that since every group acts as a comparison group in the multi-programme framework, this occurs by

definition.
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principle), or to a very thin density in a region with many treatment observations (which is

unavoidable).

Table 8: Excess use of single observations

l

m

1RQSDUWLFLSDWLRQ EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

WRS�� PHDQ WRS�� PHDQ WRS�� PHDQ WRS�� PHDQ WRS�� PHDQ
093�XQFRQGLWLRQDO�� ( )mP X �DQG� ( )lP X

1RQSDUWLFLSDWLRQ �� ����D� �� ����D� �� ����D� �� ����D�

%DVLF�WUDLQLQJ �� ��� �� ����D� �� ����D� �� ����D�

)XUWKHU�WUDLQLQJ �� ��� �� ��� �� ����D� �� ���
(PSOR\PHQW�SURJUDPPH �� ��� �� ��� �� ��� �� ���
7HPSRUDU\�HPSOR\PHQW �� ��� �� ��� �� ����D� �� ����D�

093�FRQGLWLRQDO�� |m mlP
1RQSDUWLFLSDWLRQ �� ����D� �� ����D� �� ����D� �� ����D�

%DVLF�WUDLQLQJ �� ��� �� ����D� �� ����D� �� ����D�

)XUWKHU�WUDLQLQJ �� ��� �� ��� �� ����D� �� ���
(PSOR\PHQW�SURJUDPPH �� ��� �� ��� �� ��� �� ���
7HPSRUDU\�HPSOR\PHQW �� ��� �� ��� �� ����D� �� ����D�

1DLYH�FRQGLWLRQDO�� |m mlP%
1RQSDUWLFLSDWLRQ �� ���D� �� ����D� �� ����D� �� ����D�

%DVLF�WUDLQLQJ �� ��� �� ����D� �� ����D� �� ����D�

)XUWKHU�WUDLQLQJ �� ��� �� ��� �� ����D� �� ���
(PSOR\PHQW�SURJUDPPH �� ��� �� ��� �� ��� �� ���
7HPSRUDU\�HPSOR\PHQW �� ��� �� ��� �� ����D� �� ����D�

093�XQFRQGLWLRQDO�� ( )mP X

1RQSDUWLFLSDWLRQ �� ���D� �� ����D� �� ����D� �� ����D�

%DVLF�WUDLQLQJ �� ��� �� ����D� �� ����D� �� ����D�

)XUWKHU�WUDLQLQJ �� ��� �� ��� �� ����D� �� ���
(PSOR\PHQW�SURJUDPPH �� ��� �� ��� �� ��� �� ���
7HPSRUDU\�HPSOR\PHQW �� ��� �� ��� �� ����D� �� ����D�

1RWH�� WRS����6KDUH�RI�WKH�VXP�RI�ODUJHVW�����RI�ZHLJKWV�RI�WRWDO�VXP�RI�ZHLJKWV��0HDQ��0HDQ�RI�SRVLWLYH�ZHLJKWV��D��0HDQ
DGMXVWHG��PXOWLSOLHG��E\�1O�1P��EHFDXVH�1P�LV�ODUJHU�WKDQ�1O�

A first conclusion from that table is that the higher number for the means and in particular the

concentration ratios appear for exactly the treatments that already showed up in Table 7 as ones

that made up the worst comparison groups, namely FURTHER TRAINING and EMPLOYMENT

PROGRAMMES. These are also the programmes with the smallest number of observations.

Whereas for the other treatments, no real differences appear across estimation methods, for those

two, the estimator based on only one marginal probability uses considerably more observations

than the other estimators. However, it appeared already in Table 7 that this results in biases (in
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terms of balancing the distributions) that are considerably higher than those for the other

estimators. With respect to the other estimators in most cases the MVP unconditional with two

probabilities uses more observations than the other estimators. Although the differences are

small, they are fairly systematic. This result is surprising because that estimator appeared also to

be the best in terms of bias (Table 7). Hence it appears that – at least in this application - this

estimator has favourable properties with respect to bias as well as with respect to precision.

4.3.2 The sensitivity of the evaluation results

In this section the issue whether the final evaluation results are sensitive with respect to the

choice of the balancing scores is addressed. To avoid an excess of numbers, Table 9 gives the

estimation results for the various pair-wise effects for ,
0
m lθ  only. A positive number indicates that

the effect of the treatment shown in the row compared to the treatment denoted in the column is

an additional amount of XX%-points of employment. This effect is valid for the population

appearing in the rows of the table. For example, the entry for the fifth treatment in the row and

the second treatment in the column (MVP unconditional, ( )mP X  and ( )lP X ) should be read as

'for the population participating in TEMPORARY EMPLOYMENT, TEMPORARY EMPLOYMENT

increases the probability of being employed on day 451 on average by 12.8 %-points compared to

that population being in BASIC TRAINING'. In addition to the results obtained by the different

estimation methods, the lower part of the table repeats the unadjusted difference to give an

impression on how much the estimators correct this difference for potential selection bias due to

observable differences in the different groups.
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Table 9: Estimation results for ,
0
m lθ

l

m

1RQSDUWLFLSDWLRQ EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

093�XQFRQGLWLRQDO�� ( )mP X �DQG� ( )lP X

1RQSDUWLFLSDWLRQ ��������� ���������� ��������� ����������
%DVLF�WUDLQLQJ ���������� ���������� ��������� �����������
)XUWKHU�WUDLQLQJ ��������� ��������� ��������� ������������
(PSOR\PHQW�SURJUDPPH ���������� ���������� ���������� �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ��������� ����������

093�FRQGLWLRQDO�� |m mlP
1RQSDUWLFLSDWLRQ ��������� ����������� ���������� �����������
%DVLF�WUDLQLQJ ���������� ����������� ���������� �����������
)XUWKHU�WUDLQLQJ ��������� ��������� ���������� ������������
(PSOR\PHQW�SURJUDPPH ���������� ���������� ���������� �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ��������� ����������

1DLYH�FRQGLWLRQDO�� |m mlP%
1RQSDUWLFLSDWLRQ ��������� ���������� ���������� �����������
%DVLF�WUDLQLQJ ���������� ���������� ���������� �����������
)XUWKHU�WUDLQLQJ ��������� ��������� ���������� ������������
(PSOR\PHQW�SURJUDPPH ���������� ���������� ��������� �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ��������� ���������

093�XQFRQGLWLRQDO�� ( )mP X

1RQSDUWLFLSDWLRQ ��������� ���������� ��������� �����������
%DVLF�WUDLQLQJ ���������� ����������� ���������� �����������
)XUWKHU�WUDLQLQJ ��������� ��������� ���������� �����������
(PSOR\PHQW�SURJUDPPH ���������� ��������� ���������� �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ���������� ����������

/HYHOV�DQG�XQDGMXVWHG�UDZ�GLIIHUHQFHV��VDPH�DV�LQ�7DEOH���
1RQSDUWLFLSDWLRQ ������ ��� ����� ���� ����
%DVLF�WUDLQLQJ ���� ������ ����� ��� �����
)XUWKHU�WUDLQLQJ ���� ���� ������ ���� ���
(PSOR\PHQW�SURJUDPPH ����� ���� ����� ������ �����
7HPSRUDU\�HPSOR\PHQW ��� ���� ���� ���� ������
1RWH�� 7KH�RXWFRPH�YDULDEOH�LV�HPSOR\HG�IRU�GD\������LQ���SRLQWV���6WDQGDUG�HUURUV�DUH�LQ�EUDFNHWV��%ROG�QXPEHUV�LQGLFDWH

VLJQLILFDQFH�DW�WKH����OHYHO����VLGHG�WHVW���QXPEHUV�LQ�LWDOLFV�LQGLFDWH�VLJQLILFDQFH�DW�WKH����OHYHO�

Comparing the different estimators it appears that the biases observed for MVP unconditional

with only one probability, that appeared already in Table 7, lead also to biased results. The bias

appears to be particularly severe for the groups where the match quality is worst, namely when

FURTHER TRAINING and EMPLOYMENT PROGRAMMES act as the comparison programmes.

Comparing the other three estimators it appears first of all that the use of more comparison

observations by MVP unconditional using two probabilities (MVPUC2) results – as expected –in
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somewhat smaller standard errors, particularly so for the more difficult cases of having FURTHER

TRAINING and EMPLOYMENT PROGRAMMES as comparison groups.

Comparing the results column by column it appears that we get fairly similar conclusions from

the three estimators when NONPARTICIPATION and BASIC TRAINING are used as comparison states.

The adjustment works in the same direction. For the case of comparisons to FURTHER TRAINING

and EMPLOYMENT PROGRAMMES, MVPUC2 gives somewhat different results compared to the two

other estimators. This is however expected, since it appears to match the distribution of attributes

better in these cases (see Table 7). A puzzling effect occurs for the comparison of FURTHER

TRAINING with TEMPORARY EMPLOYMENT. Although matching appears to have worked very

similarly for all three estimators – this is confirmed by checking the matches variable by variable

– the coefficient for MVUC2 is about two standard deviations apart from the coefficients of the

other two estimators (and hence much closer to the unadjusted difference).18

4.4 Heterogeneity of the effects

In this section heterogeneity with respect to the results is considered in more detail. Since

MVPUC2 performed best in terms of match quality the following results are based on MVPUC2

only. Let us first consider the heterogeneity with respect to the different programmes for a person

randomly selected from the population, given in the upper part of Table 10.19 It is obvious that the

programmes have different impacts. BASIC TRAINING is the only programme that has negative

effects compared to NONPARTICIPATION. It is also dominated by FURTHER TRAINING and

TEMPORARY EMPLOYMENT. Similarly, EMPLOYMENT PROGRAMMES are dominated by FURTHER

TRAINING and TEMPORARY EMPLOYMENT. TEMPORARY EMPLOYMENT dominates all other

programmes, with the exception of FURTHER TRAINING (but see the discussion in the previous

section). All other effects are not significant.

It appears to be surprising that although the various groups of participants in the different

programmes are very heterogeneous, the effects for these different populations are not. This can

be seen by comparing the corresponding numbers above and below the diagonal in the lower part

of the table (i.e. comparing ,
0
m lθ  to ,

0
l mθ ). Such a finding could suggest that these programmes are

not well targeted, in the sense that a person participated in an EMPLOYMENT PROGRAMME

                                                          
18 However, the estimated values for ,

0
m lγ  are again very close for all three estimators.
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although having a higher expected employment probability in TEMPORARY EMPLOYMENT for

example. We obtain similar conclusions by comparing ,
0
m lγ  to ,

0
m lα  and to ,

0
m lθ . The overall

conclusion from that is that treatment heterogeneity is important, but population heterogeneity

with respect to the effects is not.

Table 10: Estimation results for ,
0
m lγ , ,

0
m lα , and ,

0
m lθ  (MVP unconditional)

l

m

1RQSDUWLFLSDWLRQ EDVLF�WUDLQLQJ IXUWKHU�WUDLQLQJ HPSOR\PHQW
SURJUDPPH

WHPSRUDU\
HPSOR\PHQW

,
0 ( )m l m lE Y Yγ = −

1RQSDUWLFLSDWLRQ ��������� ������������
%DVLF�WUDLQLQJ ���������� ���������� �����������
)XUWKHU�WUDLQLQJ ��������� ���������
(PSOR\PHQW�SURJUDPPH ���������� �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ����������

,
0 ( | , )m l m lE Y Y S m lα = − =

1RQSDUWLFLSDWLRQ ��������� ���������� ������������
%DVLF�WUDLQLQJ ���������� �����������
)XUWKHU�WUDLQLQJ ���������
(PSOR\PHQW�SURJUDPPH �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ����������

,
0 ( | )m l m lE Y Y S mθ = − =

1RQSDUWLFLSDWLRQ ���������� ������������
%DVLF�WUDLQLQJ ���������� �����������
)XUWKHU�WUDLQLQJ ���������
(PSOR\PHQW�SURJUDPPH �����������
7HPSRUDU\�HPSOR\PHQW ��������� ���������� ����������
1RWH�� 7KH�RXWFRPH�YDULDEOH�LV�HPSOR\HG�IRU�GD\������LQ���SRLQWV���6WDQGDUG�HUURUV�DUH�LQ�EUDFNHWV��%ROG�QXPEHUV�LQGLFDWH

VLJQLILFDQFH�DW�WKH����OHYHO����VLGHG�WHVW���QXPEHUV�LQ�LWDOLFV�LQGLFDWH�VLJQLILFDQFH�DW�WKH����OHYHO��(VWLPDWHG�FRHIILFLHQWV
QRW�VLJQLILFDQW�DW�WKH�����OHYHO�DUH�RPLWWHG��$OO�HVWLPDWHV�DUH�EDVHG�RQ�D�EDODQFLQJ�VFRUH�LQFOXGLQJ�ERWK�PDUJLQDO
SUREDELOLWLHV�

The following figure gives an idea about the dynamics of the effects. Furthermore, questions

whether the effects are homogenous with respect to groups that are considered to have labour

market problems can be addressed as well. Figure 1 presents the effect of each programme

compared to nonparticipation for the total population ( ,
0
m lγ ).20 Effects are displayed starting in

                                                                                                                                                                                           
19 The term population refers to the population defined by selection rules explained before.
20 ,1

0
mγ  is a better measure than ,1

0
mθ  for a benchmark for the overall performance of the programmes compared to

NONPARTICIPATION, because its reference population is independent of the specific programme.
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mid 1998 up to March 1999. A value larger than zero indicates that NONPARTICIPATION would

actually increase employment shares compared to the specific programme.

Figure 1: Effects of NONPARTICIPATION compared to the programmes for the population ( ,
0
NP mγ

for employment)

Figure 1.1: All Figure 1.2: Unemployed for more than 270 days

before the programme

Figure 1.3: Native language not a Swiss language Figure 1.4: Women

1RWH�� 'D\�����FRUUHVSRQGV�WR�WKH�EHJLQQLQJ�RI�������.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ��:%B,1)2��)XUWKHU
WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU�PHDQV�WKDW�SDUWLFLSDWLRQ
LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH�RI�WKH�RWKHU�VWDWHV��7KH
ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

It appears that only TEMPORARY EMPLOYMENT has positive effects. However, the dynamics

suggest that time might work in favour of the programmes and could lead to different long-term

results. Similar results appear for people whose unemployment spell before the programme

already exceeded 3 quarters (270 days) as well as for individuals whose native language is not
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German, French, or Italian. A striking difference shows up for another group considered to have

special problems on the labour market, namely women. Here, FURTHER TRAINING appeared to

have stable large positive effects in the magnitude of about 15 %-points.

Figure 2: Effects of NONPARTICIPATION compared to the programmes for the population ( ,
0
NP mγ

for employment): Time relative to start of programme

Figure 2.1: All Figure 2.2: Unemployed for more than 270 days

before the programme

Figure 2.3: Native language not a Swiss language Figure 2.4: Women

1RWH�� 'D\���FRUUHVSRQGV�WR�WKH�ILUVW�GD\�DIWHU�WKH�VWDUW�RI�WKH�SURJUDPPH��.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ�
:%B,1)2��)XUWKHU�WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU
PHDQV�WKDW�SDUWLFLSDWLRQ�LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH
RI�WKH�RWKHU�VWDWHV��7KH�ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

Figure 2 presents the same effects as used for Figure 1, but changes the time perspective

somewhat. The effects are now measured relative to the actual or artificial (for

NONPARTICIPATION) starting dates. Generally, the findings have a very similar structure compared
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to those presented in Table 1. The major difference is that there positive and quantitatively large

effects for FURTHER TRAINING appear now not only for women but also for people unemployed

for more than 9 months before the programme.

The major difference of the two concepts of time is that effects could differ when some

programmes start systematically later, and if this fact has some influence on the treatment effect.

The major issue here is probably the business cycle and perhaps the occurence of seasonal

effects. An alternative concept of timing could relate the effects to the end of the programme.

However, for most programmes the end date is already part of the effect, because people could

leave early if they find a job. Hence, it is not an attrative concept and is not persued any further in

this paper.

Using the concept of calendar time as in Figure 1, Figure 3 shows the effects of BASIC TRAINING

compared to the other possible states. A positive number indicates that BASIC TRAINING increases

the employment probability of the respective participants. Again Figure 3.1 covers all

participants. Figure 3.2 to 3.4 relate to the specific subgroups. Taken together the results are

rather negative and do not show much difference with respect to subgroups. Again, women

participating in BASIC TRAINING would have obtained an optimal result if they would have

participated in FURTHER TRAINING instead.
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Figure 3: Effects of BASIC TRAINING for the respective participants ( ,
0
m lθ  for employment)

Figure 3.1: All Figure 3.2: Unemployed for more than 270 days

before the programme

Figure 3.3: Native language not a Swiss language Figure 3.4: Women

1RWH�� 'D\�����FRUUHVSRQGV�WR�WKH�EHJLQQLQJ�RI�������.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ��:%B,1)2��)XUWKHU
WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU�PHDQV�WKDW�SDUWLFLSDWLRQ
LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH�RI�WKH�RWKHU�VWDWHV��7KH
ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

Figure 4 presents the same type of results for FURTHER TRAINING and its participants. Basically

the results confirm the view of the previous tables, although some lack of precision limits the

possibilities for statistically significant comparisons.
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Figure 4: Effects of FURTHER TRAINING for the respective participants ( ,
0
m lθ  for employment)

Figure 4.1: All Figure 4.2: Unemployed for more than 270 days

before the programme

Figure 4.3: Native language not a Swiss language Figure 4.4: Women

1RWH�� 'D\�����FRUUHVSRQGV�WR�WKH�EHJLQQLQJ�RI�������.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ��:%B,1)2��)XUWKHU
WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU�PHDQV�WKDW�SDUWLFLSDWLRQ
LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH�RI�WKH�RWKHU�VWDWHV��7KH
ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

Figure 5 confirms the view that EMPLOYMENT PROGRAMMES are dominated by many other

programmes. It is interesting to note however, that for women EMPLOYMENT PROGRAMMES

dominate BASIC TRAINING at least for 1999.
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Figure 5: Effects of EMPLOYMENT PROGRAMMES  for the respective participants ( ,
0
m lθ  for

employment)

Figure 5.1: All Figure 5.2: Unemployed for more than 270 days

before the programme

Figure 5.3: Native language not a Swiss language Figure 5.4: Women

1RWH�� 'D\�����FRUUHVSRQGV�WR�WKH�EHJLQQLQJ�RI�������.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ��:%B,1)2��)XUWKHU
WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU�PHDQV�WKDW�SDUWLFLSDWLRQ
LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH�RI�WKH�RWKHU�VWDWHV��7KH
ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

Figure 6 shows again that TEMPORARY EMPLOYMENT is one of the more successful programmes.

This holds true also for the subgroups. Again for women there are hints that FURTHER TRAINING is

clearly not dominated by TEMPORARY EMPLOYMENT.



35

Figure 6: Effects of TEMPORARY EMPLOYMENT for the respective participants ( ,
0
m lθ  for

employment)

Figure 6.1: All Figure 6.2: Unemployed for more than 270 days

before the programme

Figure 6.3: Native language not a Swiss language Figure 6.4: Women

1RWH�� 'D\�����FRUUHVSRQGV�WR�WKH�EHJLQQLQJ�RI�������.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ��:%B,1)2��)XUWKHU
WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU�PHDQV�WKDW�SDUWLFLSDWLRQ
LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH�RI�WKH�RWKHU�VWDWHV��7KH
ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

The above considerations have shown that the proposed approach can be used to address the

heterogeneity issue in many different fruitful ways. Thereby it can become a very useful tool in

policy analysis. It should be emphasized again at this point that the current application serves

merely as an example of what could be done. It should not be used to devise policy in the canton

of Zurich.
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4.5 Aggregation

Table 11 shows the aggregate effects defined in Section 2. First, considering the ones using

( | )P S l l m= ≠  as weights basically confirms the ranking of the treatments that emerged from the

many pair-wise comparisons. The results also confirm the a priori view that the composite effects

and the effects using a binary model could be very different indeed.

Table 11: Estimation results for the composite effects

ˆ ( )m m
N vγ % ˆ ( )m m

N vα % ˆ ( )m m
N vθ % ˆ ( )m m

N vθ (

�DJJUHJDWHG�

XQDGMXVWHG
GLIIHUHQFHV

1RQSDUWLFLSDWLRQ ���� ���� ���� ������ ������
EDVLF�WUDLQLQJ ���� ���� ���� ����� �����
IXUWKHU�WUDLQLQJ ���� ���� ���� ����� �����
HPSOR\PHQW�SURJUDPPH ���� ���� ���� ����� �����
WHPSRUDU\�HPSOR\PHQW ���� ���� ���� ������ �����
1RWH� 7KH�RXWFRPH�YDULDEOH�LV�HPSOR\HG�IRU�GD\������LQ���SRLQWV���7KH�ILUVW�WKUHH�FROXPQV�DUH�FRPSXWHG�IURP�WKH�093

XQFRQGLWLRQDO�HVWLPDWHV��7KH�HIIHFWV�SUHVHQWHG�LQ�WKH�ODVW�EXW�RQH�FROXPQ�DUH�FRPSXWHG�E\�DJJUHJDWLQJ�WKH�UHVSHFWLYH
QRQ�WUHDWPHQW�JURXSV�EHIRUH�WKH�HVWLPDWLRQ�RI�WKH�HIIHFW�

Figure 7 displays some dynamic aspect of the most interesting two aggregate measure, namely

ˆ ( )m m
N vγ %  and ˆ ( )m m

N vθ % . The differences between these two measures appear to be small. The

continuous downward drift of NONPARTICIPATION in the relative ranking is again a striking

feature of these figures. This suggests a possibly larger difference between the short term and the

long term effects of programme participation.
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Figure 7: Aggregate effects of the various programmes over time (employment)

Figure 7.1: ˆ ( )m m
N vγ % Figure 7.2: ˆ ( )m m

N vθ %

1RWH�� 'D\�����FRUUHVSRQGV�WR�WKH�EHJLQQLQJ�RI�������.HLQH��1RQSDUWLFLSDWLRQ��%$6B635��%DVLF�7UDLQLQJ��:%B,1)2��)XUWKHU
WUDLQLQJ��%(6&+��(PSOR\PHQW�SURJUDPPH��=:B9��7HPSRUDU\�HPSOR\PHQW��$�SRVLWLYH�QXPEHU�PHDQV�WKDW�SDUWLFLSDWLRQ
LQ�WKH�UHVSHFWLYH�SURJUDPPH�LQFUHDVHG�WKH�HPSOR\PHQW�SUREDELOLW\�FRPSDUHG�WR�EHLQJ�LQ�RQH�RI�WKH�RWKHU�VWDWHV��7KH
ILJXUHV�GLVSOD\�RQO\�YDOXHV�WKDW�DUH�VLJQLILFDQW�DW�WKH����OHYHO��6HH�DOVR�QRWH�EHORZ�7DEOH����

The effect for the subgroups suggest on the one hand very large effects of TEMPORARY

EMPLOYMENT, in particular for individuals with a foreign native language. Again the ranking of

the programmes appear to be different for women than for men. In particular TEMPORARY

EMPLOYMENT does appear as the single positive programme, but FURTHER TRAINING and even

EMPLOYMENT PROGRAMMES seem to come close to it as well, at least in 1999.
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Figure 8: Aggregate effects for subgroups

Figure 8.1: ˆ ( )m m
N vγ % : Unemployed for at least 270

days before the programme

Figure 8.2: ˆ ( )m m
N vθ % : Unemployed for at least 270

days before the programme

Figure 8.3: ˆ ( )m m
N vγ % : Native language not Swiss Figure 8.4: ˆ ( )m m

N vθ % : Native language not Swiss

Figure 8.3: ˆ ( )m m
N vγ % : Women Figure 8.5: ˆ ( )m m

N vθ % : Women

6HH�QRWH�XQGHU�)LJXUH���
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5 Conclusion

The paper suggests an approach of handling the issue of multiple treatments in microeconometric

evaluation studies based on balancing score matching. The proposed methods have been applied

as an example to the evaluation of active labour market policies. The application compared

different estimators in practise and showed that the multiple treatment approach can lead to

valuable insights that might be lost otherwise. It gave also some hints on the interpretation of the

different effects computed by aggregating different treatments.

The paper also showed that there are two different approaches to modelling the respective

balancing scores needed for matching. The first approach is to derive the probabilities used for

the balancing scores by specifying and estimating a multiple discrete choice model. The

alternative is to concentrate on modelling and estimating (all) directly conditional probabilities

between any two choice. One advantage of using a multinomial discrete choice model instead of

concentrating only on the binary conditional choices is that using this approach it is easier to

understand the empirical contents of the joint selection process. The drawback is that it is

computational much more expensive. Furthermore, there is a lack of robustness, in the sense that

a misspecification of one choice equation could lead to inconsistent estimates of all conditional

choice probabilities. In the application the simultaneous approach appeared to be superior.

However, considerable future research is needed to see whether this result holds in other

circumstances as well and how this results depends on the particular specification of the

multinomial choice model and the measurement of the differences between the two

multidimensional distributions.

Appendix A: Technical Appendix

The first part of this appendix contains the proofs that the composite effects 0 ( )m mvγ  and 0 ( )m mvθ

have a causal interpretation in terms of the composite potential outcome ,

0

M
m m l l

l

Y v Y−

=
= ∑ .

, , ,
0 0

0 0

( ) [ ( ) ( )]
M M

m m m l m l m l m l

l l

v v v E Y E Yγ γ
= =

= = −∑ ∑
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,

0

( ( )
M

m m l l

l

E Y v E Y
=

= − ∑

,

0

( ) ( )
M

m m l l

l

E Y E v Y
=

= − ∑

( ) [ ( )]m m mE Y E Y v−= − . q.e.d.

The same line of argument is valid for 0 ( )m mvθ  as well:

, , ,
0 0

0 0

( ) [ ( | ) ( | )]
M M

m m m l m l m l m l

l l

v v v E Y S m E Y S mθ θ
= =

= = = − =∑ ∑

,

0

( | ) ( | )
M

m m l l

l

E Y S m v E Y S m
=

= = − =∑

,

0

( | ) [( ) | ]
M

m m l l

l

E Y S m E v Y S m
=

= = − =∑

( | ) [ ( ) | ]m m mE Y S m E Y v S m−= = − = . q.e.d.

Furthermore, note such an interpretation appears not to be available for 0 ( )m mvα :

, , ,
0 0

0 0

( ) [ ( | , ) ( | , )]
M M

m m m l m l m l m l

l l

v v v E Y S m S l E Y S m S lα α
= =

= = = = − = =∑ ∑ .

Since the conditioning sets depend on the index of the summation operator, a further

simplification is not possible.
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