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Abstract
We report results from a laboratory experiment in which subjects participate in a one-shot, anonymous-pairing, three-person sequential game, where one subject is a firm, the second is an official, and the third is a citizen. The firm moves first and decides whether to offer a bribe or not and if yes, then the amount of the bribe. The official then decides whether to accept the bribe if offered one. If the bribe is offered and accepted, then the firm and the official enjoy a higher payoff at the expense of the payoff to the citizen. But the citizen can respond by choosing to punish the former two. Punishment is costly. However each dollar of punishment meted out by the citizen reduces the payoff of the former two by $3. Contrary to the theoretical predictions of the model, we find that close to 50 percent of citizens choose to punish. In one treatment, we increase the amount of the maximum punishment that the citizens can impose on the firms and the officials and this allows us to examine the impact of different punishment regimes on firm and official behavior. We find that in the high punishment regime the number of firms who offer a bribe and the number of officials who accept, decreases. More citizens chose to punish and this is despite the fact that imposing a higher punishment amount imposes a higher cost on the citizen. The results reveal that women in general are more willing to punish corrupt behavior and are less likely to accept the bribes offered to them. Moreover, citizen subjects in developing countries are more accepting of corrupt behavior. Given the high levels of corruption that exist in developing countries, this result provides experimental support for the theory that the frequency of corruption may be related to a society’s willingness to accept corrupt behavior, which, in turn, may help in the sustenance of corruption. 
This is a preliminary and incomplete draft. Please do not quote without checking with the corresponding author. Comments are welcome.
1.
Introduction

Corruption is a pervasive phenomenon in developing nations and extant, even if less widespread, in developed ones. Corruption undermines development by weakening the institutional foundation on which economic growth depends. (Klitgaard, 1988; Cheung, 1996; Bardhan, 1997). Shleifer and Vishny (1993) point out that corruption distorts incentives and creates uncertainties regarding the expected benefits of productive activities. Empirically, Mauro (1993) shows that countries with higher corruption rates have a lower ratio of total and private investment to GDP, and, consequently, lower economic growth.

Corruption is a broad and multi-faceted problem which can be approached from several different angles. Our immediate motivation in this paper is two-fold. The primary question is – why are some countries more corrupt than others? The answer, we suggest, lies in the evolution of institutional structures and norms of behaviour which lead to tolerance of certain types of behaviour in one country and abhorrence of the same in another. The incentives to engage in corrupt behavior depend on the response that behavior will get within the social environment and the expectations of those engaging in corrupt acts about those responses. That is, society’s willingness to accept corrupt behavior may help in the sustenance of corruption. As pointed out in Dey (1989), corruption gains more acceptance as it becomes more widespread. Observers of corrupt behavior may remain silent simply because corruption starts to look “normal” to them. Its acceptance contributes to its further spread and sustenance (Dey, 1989). The idea is to understand exactly how and why these differences emerge and sustain over time. We show that the propensity to engage in corrupt behaviour is not different across subjects in different societies, but the response to that behaviour – specifically the willingness to punish such behaviour – is starkly different. 
The second question we study is whether there are gender differences towards corruption. Recent empirical papers that have analyzed the link between gender and the level of corruption find that there exist systematic differences in attitudes towards corrupt behavior across gender. Dollar et al. (2001) use cross-country data from 100 countries to examine the relationship between female participation in government legislatures and the level of perceived corruption levels. They find that the higher the proportion of women in a country’s legislature, the lower the levels of corruption. Swamy et al. (2001) use evidence from surveys at the micro-level that ask respondents about the acceptability of various dishonest or illegal behaviors. Aggregating over all the countries that participated in the surveys, they find that the gender gap consistently favors women. That is, a larger proportion of women than men believe that illegal or dishonest behavior is never justifiable. Both Swamy et al. (2001) and Dollar et al. (2001) suggest, on the basis of survey evidence, that women are less tolerant of corruption. These findings, if true, have important implications for public policy. The conclusions of Dollar et al. (2001) and Swamy et al. (2001) are based on survey responses. It is our view that survey responses, while often informative, are not always reflective of true attitudes or preferences since these responses are, after all, “cheap talk”. Experiments, on the other hand, measure preferences, behavioural propensities, and other individual attributes much more convincingly than surveys since experiments provide direct observations of behaviour. To the best of our knowledge, ours is the first study to analyse systematic gender differences in tolerance of corruption or lack thereof using monetary rewards – rewards which are quite substantial and, therefore, salient. We will show that there are indeed sharp differences with women being less likely to engage in corrupt behaviour and less likely to tolerate such behaviour. These results in turn have policy implications for less developed countries that we discuss in Section 4.
The results also show that individuals’ willingness to punish depends on the effectiveness of the punishment system. Specifically, we find that both the punishment rates and the punishment amounts increase if people are allowed to make their choices from a larger set of punishment amounts. They are more willing to bear the cost of punishment if they think the punishment system allows them to make a difference. This result is significant given the differences between the workings of the legal systems in the developed vs. developing countries. One reason we may observe higher rates of corruption in developing countries may be the relative ineffectiveness of the punishment system, which decreases the incentives to punish. 


In the next section we describe the experimental design. In Section 3 we present our results. In Section 4 we discuss our results and also provide some concluding thoughts.
2.
Experimental Design

We report results from a laboratory experiment in which subjects participate in a one-shot, anonymous-pairing, three-person, sequential-move, game, where one subject is a firm, the second is an official, and the third is a citizen. All the payoffs are denoted in experimental dollars and cents, which were converted into cash using an appropriate exchange rate at each of the countries where the experiment was carried out. To guarantee parity in the payoffs to each type of subjects – firm, official and citizen – we used a different exchange rate for each type. 
The firm moves first and has the option of offering a bribe to the official. If no bribe is offered, then the firm gets 60 experimental dollars, the official gets 30 experimental dollars, and the Citizen gets 40 experimental dollars. We constrain the amount of bribe that can be offered to B ( [4, 8]. It costs the firm 2 experimental dollars to offer a bribe and the firm incurs this cost regardless of whether the bribe is accepted or not. If a bribe is offered, then the official must decide whether to accept the bribe. If the bribe is offered and accepted (which automatically implies favorable treatment of the firm), then the firm and the official are significantly better off in payoff terms at the expense of the citizen. The bribe amount offered gets multiplied by 3 and the payoffs of the firm and the official increase by this amount if the official accepts the bribe. However, if a bribe has been offered and accepted, the citizen, who moves last after observing the choices made by the firm and the official, can decide to punish. The citizen can choose an amount P in punishment. We introduce two treatments in which we compare two different punishment regimes. In the Low Punishment Regime the range of the punishment is P ( [2, 8] while in the High Punishment Regime P ( [2, 12].
 The punishment meted out by the citizen imposes a non-trivial pecuniary cost on the citizen, but it reduces the payoffs of the firm and the official by three times the cost incurred by the citizen.
In the subgame perfect equilibrium of this game, the citizen does not punish as it is not in his/her interest to punish. Knowing this, the official accepts the bribe and the firm offers the bribe. Figure 1 contains a description of the basic game under the Low Punishment Regime. Figure 2 provides an illustrative example of this game where the firm offers a bribe of 4 experimental dollars which is accepted. The figure shows the payoffs that will accrue to each player if the citizen decides to punish an amount equal to 8 experimental dollars or if the citizen decides not to punish at all.
The experiments were run at the University of Melbourne and at the Delhi School of Economics. At the University of Melbourne we conducted sessions in both the low and high punishment treatments whereas at the Delhi School of Economics we conducted sessions in the low punishment treatment only. All the sessions were run as non-computerized experiments. 951 subjects participated once and only once as a firm, an official, or a citizen. Since none of the players participated in more than one game and none of them played more than one role, none of the issues that arise when players play a repeated game, such as reputation formation, etc., are relevant. 


Given the large number of subjects involved and the non-computerized nature of the experiments, the logistics of running the sessions posed a challenge. At the beginning of each session subjects were asked to come to a large lecture theatre. Each session consisted of at least 30 subjects or more. These subjects were scattered inside the room in three groups – firms, officials and citizens. Thus, each group could see the members of the other groups but each group was located far apart from the others in a recognizable cluster. However, individual subjects were unaware of which three specific subjects constituted a particular firm-official-citizen trio.
 
At the beginning of the session the subjects were read the instructions which explain the game. They were also given a number of examples explaining to them how the payoffs would be calculated given specific amounts for the bribe and the punishment. Then, each subject playing the role of a firm is asked to decide whether to offer a bribe or not. If they chose to offer a bribe, then they had to choose an amount. This bribe was then communicated to the official who was part of this particular trio who had to indicate acceptance of the bribe or not. If the bribe was accepted then the citizen in that trio was informed. The citizen then decided whether to punish (if yes, then what amount) or not. The game then ended. The decisions made by the subjects in each trio were entered into a spreadsheet which generated their payoffs. The subjects were then paid at the end of each session using subject numbers. Thus, while the subjects could see who belonged to which group, they never learned as to which three subjects constituted a particular firm-official-citizen trio. 

All the subjects were then asked to fill out the survey which asked them a series of questions that provided us with valuable background information. We therefore have data on subjects’ age, gender, income, education stream, employment history, and frequency of exposure to corruption. Our framework allows us to investigate the decisions of each of the players carefully and our large data set enables us to conduct econometric tests to determine the factors that affect the decision-making of the three players in the experiment.


We should point out that we deliberately chose to use emotive terms such as “bribe” and “punishment” in the instructions. This is a deviation from the standard practice of using neutral language in economics experiments. Abbink et al. (2002) comment that the use of words such as “bribe,” which typically have a negative moral connotation, might lead subjects to engage in a lower level of corruption within the context of the experiment. However, they find that the use of loaded language using words like “bribe” do not make a difference in the corruption game that they study. Abbink et al. (2002, p. 447) comment “… the present bribery game seems to be quite robust with respect to its presentation in the instructions.”  Cooper and Kagel (2003) look at the role of loaded language in signalling games and report that the use of a meaningful context leads to higher levels of strategic play. It is possible that the use of loaded language affects behaviour. Such language might also affect the subjects’ reasoning process. Cooper and Kagel (2003) point out that the use of a meaningful context might better capture behaviour in field settings than the use of neutral language. 
In this experiment our aim is to simulate a real-life corrupt transaction. To that extent we have used loaded language. Does our use of a meaningful context lead to more strategic behaviour i.e. to behaviour that is more in keeping with the equilibrium prediction? In our experiment strategic play would imply offering and accepting the bribe and not punishing. On the other hand, if it is the negative connotation that is salient then this would lead to less bribery. On balance it is not clear. Our primary research interest is to examine differences across different punishment regimes, differences across nations and genders and as long as the net effect is similar across these groups, we expect our main results would carry through. 

3.
Results

We have 951 subjects who were part of one and only firm-official-citizen trio. Thus we have 317 triplets resulting in 317 plays of the game in all. Given our experimental parameters, the subgame perfect equilibrium is for the citizens not to punish, the officials to take the bribe offered to them and the firms, knowing this, to offer the bribe. There is a fixed cost of offering the bribe and this remains the same irrespective of the level of the bribe. We would therefore expect to find that firms offer the highest bribe, i.e., 8 experimental dollars, the official to accept and the citizen to choose not to punish. Figure 3 presents an overview of how the games unfolded. Figure 4 shows the distribution of the bribes offered by the firm and the punishment amounts chosen by the citizens. As you can see from Figure 3, a substantial majority of firms - 281 out of 317 (89%) - chose to offer a bribe while only 36 (11%) chose not to. The average amount of the bribe offered is 6.7 experimental dollars. 70% of the firms chose to offer the maximal bribe allowed of 8 experimental dollars. This in turn implied that there were 281 officials who were offered a bribe. 36 of the 281 (13%) officials rejected the bribe while the remaining 245 (87%) accepted. This in turn meant that there were 245 citizens who were confronted with a situation where a bribe had been offered and accepted. This, in the absence of any punishment, would lead to a sharply reduced payoff for the citizen and an increased payoff for the firm and the citizen. Of these 245 citizens 112 (46%) chose to punish while the remaining 133 (54%) refrained from punishing. The average punishment amount in our sample is 2.4 experimental dollars.. Let us now take a more detailed look at the decisions. 
3.1 
Behavior of Firms
Out of the 317 subjects who played the role of a firm 156 (49%) were male while the remaining 161 (51%) were female. Out of these 317 subjects,  196 were in the Low Punishment Regime while the rest 121 were in the High Punishment Regime. None of the firm subjects ever interact with one another therefore each of these decisions provides statistically independent observations. A non parametric, two-sample wilcoxon, rank-sum test, which tests the hypothesis that two independent samples are from populations with the same distribution, shows that firms in the low punishment treatment offer significantly higher bribes [7.1 experimental dollars as compared to 6 experimental dollars] than firms in the high punishment treatment (z = -2.59, Prob > z =0.009). In the high punishment treatment citizens have the option to punish the firms more for their corrupt actions as the range of punishment levels are higher (from 2 experimental dollars to 12 experimental dollars as compared to 2 to 8 experimental dollars in the low punishment treatment). The belief that citizens’ actions can potentially hurt them more in the high punishment regime perhaps leads the firms to decrease their corrupt activities. Examining the binary decision of whether the firm offers a bribe or not also shows that firms in the low punishment  treatment offer a bribe at a significantly higher rate than firms in the high punishment treatment (z= -4.46, Prob > z= 0.000). 

We find that male subjects, in their role as firms, offer significantly higher bribes on average, 7.1 experimental dollars, than female subjects, who offer 6.4 experimental dollars (z = -2.129, Prob > z = 0.03). The binary decision to bribe or not also shows that male firms offer a bribe more often than female firms (z =-2.38, Prob >z =0.02). In the high punishment treatment, male firms bribe more than female firms (z= -1.81, Prob > z = 0.070).


Do subjects who play the role of firms in India bribe at a different rate than Australian firms? A wilcoxon rank sum test shows that Australian firms bribe at a lower rate, however this difference is not statistically significant. In the Indian sample, we find that the male firms bribe at a significantly higher rate than the female firms (z= -1.7, Prob > z = 0.09). In the Australian sample, firms bribe more in the low punishment treatment than in the high punishment treatment (z = -3.00, Prob > z = 0.003).  The relevant histograms for the firms are presented in Figure 5 and are separated by treatment, gender and location. More firms choose not to bribe in the high punishment treatment, hence there are more data points at zero in this treatment. Similarly there are more zero bribes for the female sample and for the Australian sample. 
These nonparametric tests are valuable because they provide very clear results even though they require only a minimum of statistical assumptions. They cannot address all research questions of interest, however and they cannot optimally utilize the data collected from the surveys conducted after the experiment. For example, the survey collects data on the age of the subjects, gender, income status, level of education, degree that they are specializing in, work experience, and whether they are exposed to or are aware of corrupt activities and this can help us understand their decisions better. 

The impact of these potentially multiple influences on individual behaviour can only be evaluated using multivariate regression models. Table 1 presents such an analysis of the decisions of the firm subjects. The firm’s decision to bribe or not (Y1) is modelled as a binary probit equation. 
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The vector of independent variables (x1) which could potentially explain this decision are the treatment the subject is in (treatment dummy = 1 if the subject participated in the low punishment  treatment), the gender of the subject (= 1 if male), the age of the subject, income level of the subject (two dummies for low income and medium income are employed to capture this and high income is the reference dummy), whether the subject is a student in economics (econmajor = 1 if student is an economics major), whether she is an undergraduate student, if the subject has lived in Australia for more than ten years and how many corrupt activities or events has the subject heard of in the past year  (two dummies, medium corrupt and high corrupt are defined).
 
As our design is not fully balanced (we do not have data on the high punishment treatment for India) the estimation was conducted separately for the treatments and the location.
 In the treatment regressions we present results for the Australian sample (214 firms, of which 93 participated in the low punishment treatment and 121in the high punishment treatment) and compare across the high and low punishment treatments. In the location regressions we combine the Indian (103 firms) and the Australian sample (93 firms) for the low punishment treatment only. We find that separating the sample provides a better fit for our data. The results from the binary probit for the Australian sample are presented in column 1 of Table 1 and show that firm subjects in the low punishment treatment have a significantly higher probability of offering a bribe than firms in the high punishment treatment. The marginal effects indicate that firms in the low punishment treatment have a 16 percent higher probability of offering a bribe as compared to firms in the high punishment treatment.
 Male subjects have a ten percent higher probability of offering a bribe as compared to female subjects.  Subjects who are pursuing a degree in economics have a 9 percent higher probability of offering a bribe. We find that these results do not vary when we use alternative models for the firm’s decision. We present estimation results from a double censored tobit model of the amount of bribe offered, which is bounded by 0 from below and 8 from above. A tobit model allows us to examine the impact of the covariates on the magnitude of the bribe offered. We find that treatment, gender and econmajor are important in explaining the firm’s decision. These results are presented in column 2 of Table 1.
Columns 3 and 4 present results for the low punishment treatment with emphasis on the difference between the Indian sample and the Australian sample. The variable location = 1 if the experiment was conducted in India. Column 3 shows the probit results and column 4 presents the tobit results. We find that location is not statistically significant in the regressions. Low income firms have a higher probability of offering bribes as compared to high income firms.  
3.2
Behaviour of Officials

281 official subjects made the decision of whether to accept the bribe or not. Male subjects were 46 percent of the sample for the officials. Figure 6 gives an indication of the behaviour of officials in the experiment. An examination of the decisions of the officials who were offered bribes by the firms shows that officials in the low punishment treatment accept bribes at a significantly higher rate as compared to officials in the high punishment treatment (the non parametric Wilcoxon rank sum test statistic z = -2.196, Prob > z = 0.028). Male officials accept bribes at a significantly higher rate as compared to female officials (z = 1.93, Prob >z =0.05). The bribe acceptance rate is not statistically different between the Indian subjects and the Australian subjects who played the role of officials.  

  Since subjects in the game presented in this paper make sequential decisions, in the parametric regression model estimated for the official’s decision we employ a bivariate probit model with selection (Heckman’s sample selection model). The official’s decision to accept the bribe or not is a binary variable and this depends on the treatment the official is in, the gender of the official, the age, income level, specialisation in economics, whether lived in Australia for more than ten years and corruption exposure. The official’s decision (Y2) is observed only if the firm offers a bribe. 

The regression equation for the official is the following:
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The maximum likelihood estimation results presented in column 1 of Table 2, for the Australian sample show that, the officials in the low punishment treatment have a significantly higher probability of accepting a bribe than officials in the high punishment treatment. Male officials have a higher probability of accepting a bribe than female officials. Economics students have a significantly higher probability of accepting bribes and subjects who have lived in Australia for more than ten years have a significantly lower probability of accepting a bribe. A likelihood ratio test of the hypothesis that Y1 and Y2 are independent (i.e., rho =0), shows that the hypothesis of independence is rejected for this sample and confirms the use of the Heckman sample selection model. 


Column 2 of Table 2 presents the results for the probit model of officials’ decisions across Australia and India. In this sample, the hypothesis of independence of Y1 and Y2 is accepted, hence we present the simple binary probit model for the decision of the officials.
 We, however, include a variable called the bribe level, which is the amount of bribe offered by the firm to determine if the level of the bribe has any impact on the official’s decision. This variable is never significant in the regressions. The results show that male officials have an 8 percent higher probability of accepting bribes than female officials. Location is not statistically significant in explaining officials’ behavior across countries.

3.3
Behaviour of Citizens

Of the 317 citizens who participated in the experiment, 245 had the opportunity to make the decision to punish or not. Figure 7 presents the punishment decisions of the subjects in the experiment. We find that the rates of punishment are significantly higher in the high punishment treatment compared to the low punishment treatment. (z = 3.53, Prob > z =0.0004). This is interesting in that the equilibrium prediction suggests no punishment at all. Moreover since punishment is costly and reduces the citizen’s payoff one would expect citizens to punish similar amounts in the two treatments. The magnitude of the punishment is also different with the amount of punishment higher in the high punishment treatment (3.7 experimental dollars as compared to 1.8 experimental dollars in the low punishment treatment). 
We find that Indian citizen subjects punish significantly less often (z = 5.02, Prob > z =0.000) and also punish less in magnitude (z = 5.45, Prob>z = 0.000) as compared to the Australian citizen subjects. The average amount of punishment given in India is 0.90 experimental dollars and 3.3 experimental dollars in Australia.  Male citizens in Australia punish less often than female citizens, but this difference is significant only at the 10% level (z= 1.652, Prob>z =0.09). In the high punishment sessions, 50 percent of men punish while 68.6 percent of women punish. Men in India punish the least in terms of average punishment amounts however in terms of the percentage who punish, women in India have the lowest punishment rates.
 


In the parametric regression models estimated for the citizen’s decision we employ a trivariate probit model to account for the selection at the firm level and the official level. The citizen decides to punish or not and this depends on a set of explanatory variables (x3). 
The model is as follows:  
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The sample selection corrected regression is

            
[image: image11.wmf](

)

312331122

|0,0

EYYYxb

flfl

>>=++


where 
[image: image12.wmf]1

l

 and 
[image: image13.wmf]2

l

 are the Inverse Mills Ratios for the firm level selection and the official level selection problem.

The estimation results for the Australia sample, presented in Table 3, show that subjects in the low punishment treatment punish significantly less often than subjects in the high punishment treatment. Subjects who are specializing in economics punish significantly less often than other subjects. The 
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 in the table are not significant which implies that the trivariate model might not be the best fit for the data. Thus, we also present the bivariate results for the citizens’ decision (unlike the trivariate model, where all the observations are used as the model controls for the selection problem at both the firm and the official level, in the bivariate model we delete the observations where the firms have not bribed and only control for the selection at the official’s level). The bivariate results are similar to the ones in column 1.  Apart from the variables mentioned above, we find that undergraduate student subjects punish less as compared to other subjects and subjects who have lived in Australia for more than ten years punish more than other subjects. The likelihood ratio test of independent equations shows that the hypothesis of independence is rejected, suggesting that the bivariate normal model is an improvement over the binary probit model of the citizen’s decision. 

The estimation results for the low punishment treatment using data from India and Australia are presented in table 3. We present binary probit results for this sample as the bivariate and trivariate models suggest that the three equations are independent in this sample. We find that subjects who are economics majors punish 16 percent less often. A double censored tobit model in which the dependent variable captures the magnitude of the punishment shows that location is also significant in explaining citizen behavior. Indian citizen subjects punish significantly less than Australian subjects.   The bribe level is not significant and does not have any impact on the citizen’s decision.  
4.
Discussion of Our Results and Some Concluding Comments

First, it appears that there is no difference in the propensity to offer or accept bribes among the Australian and Indian subjects – in the sense that subjects at each location offered and accepted bribes at the same rate. What does appear to be starkly different within the subject pool is their willingness to punish corrupt behaviour. Subjects in Australia punished at much higher rates compared to their Indian counterparts who meted out punishment rarely. By and large negative reciprocity (retribution) seems to be the primary driving force behind the decision to punish. This finding is in line with those of Abbink et al. (2000) and Offerman (2002) who report evidence in favour of negative reciprocity.

Second, while subgame perfection suggests that subjects should not punish at all, subjects in Australia use such punishment frequently and in many cases use the maximum amount of punishment that is available to them. What is even more surprising is that the amount of punishment increased when we increased the upper bound of the punishment amount from $8 to $12. Given that punishment imposes a non-trivial pecuniary cost on those meting out the punishment this is surprising. Reading the responses of the subjects we find that a lot of people considered the amount of punishment available in the low punishment regime to be inadequate and therefore did not resort to punishment. When the upper bound of the punishment was increased, thereby providing the punishment with more teeth, subjects chose larger amounts in punishment. This would suggest that making third party enforcement of punishments easier or more retributive will actually lead to greater amounts of punishment and possibly a greater deterrence to corrupt behaviour. Thus there seems to be a stronger social norm in Australia about the unacceptability of corrupt actions. More evidence to this end is provided by the fact subjects who have lived in Australia for a longer duration seem to be less tolerant of corruption than recent arrivals demonstrating that the former group has internalized this social norm better. This is one of many findings of this study that require greater investigation. If immigrants bring with them very different social norms then one of two things must happen. Either the home country must succeed in socializing the immigrants into accepting the prevalent norms of the home country or a tipping point would be reached where the norms brought in with immigrants will eventually displace existing norms. 

Third, there seems to be significant gender differences in behaviour. Women offer and accept bribes at significantly lower rates than men. Women also punish more than men (at least among the Australian subjects). This in turn leads to one immediate policy implication. India for instance has passed legislation which reserves one-third of Parliamentary seats for women. (I think there are other countries who have passed similar legislation). Based on our results we feel that this is a move which will lead to lowering of corruption. In general greater female representation in all branches of government should lead to lower tolerance for corrupt behaviour.

This current study is clearly a first-pass at an extremely complex phenomenon. There are a number of issues that we have not investigated in the current paper but hope to investigate in our ongoing study of this issue. For instance one could make the detection or punishment of a corrupt act (such as the taking of a bribe) probabilistic and then see how changes in that probability affect the decision to engage in a corrupt act. One could also think of a repeated game (with different partners) to see if a subject who gets punished for a corrupt act persists in the corrupt act in a subsequent transaction. 

However, in spite of the preliminary nature of this current study, we feel that our experiments have generated some interesting insights into the process. For one thing, we demonstrate that the propensity to engage in a corrupt act is not different across the two countries we have studied. What is different is the tolerance of corruption. Australians seem to have a social norm which finds corruption much less acceptable. Moreover foreign students who have lived in Australia for more than ten years seem to have internalized this norm much more than more recent arrivals. Indians on the other seem to view corruption much more benignly. This difference in norms or social attitudes then suggests one possible reason why corruption thrives in third world countries. We do not have immediate answers about how to solve the problem of corruption but we do believe that we are one-step closer to understanding why it thrives in less developed countries.
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Figure 4: Histogram of Player Decisions
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 Figure 5: Histogram of Firms’ Decisions
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Figure 6: Histogram of Officials’ Decisions
[image: image23.wmf]0

.2

.4

.6

.8

1

Fraction

0

1

Decision: Do not Accept/Accept

0: Not Accept Bribe; 1: Accept Bribe

Low Punishment

0

.2

.4

.6

.8

1

Fraction

0

1

Decision: Do not Accept/Accept

0: Not Accept Bribe; 1: Accept Bribe

High Punishment

0

.2

.4

.6

.8

1

Fraction

0

1

Decision: Do not Accept/Accept

0: Not Accept Bribe; 1: Accept Bribe

Male

0

.2

.4

.6

.8

1

Fraction

0

1

Decision: Do not Accept/Accept

0: Not Accept Bribe; 1: Accept Bribe

Female

0

.2

.4

.6

.8

1

Fraction

0

1

Decision: Do not Accept/Accept

0: Not Accept Bribe; 1: Accept Bribe

India

0

.2

.4

.6

.8

1

Fraction

0

1

Decision: Do not Accept/Accept

0: Not Accept Bribe; 1: Accept Bribe

Australia


Figure 7: Histogram of Citizens’ Decisions
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Table 1: Firms Decision: Bribe or not

	
	Treatment Regressionsa
	Location Regressionsb

	
	Binary Probit
	Tobit
	Binary Probit
	Tobit

	
	Coefficient
	z
	Coefficient
	t
	Coefficient
	z
	Coefficient
	t

	Treatment dummy
	0.91***
	3.18
	6.87***
	2.99
	
	
	
	

	Firm-gender
	0.54**
	2.17
	3.69*
	1.80
	0.08
	0.23
	1.64
	1.30

	Firm-location
	
	
	
	
	0.14
	0.21
	-3.12
	-1.59

	Firm-age
	-0.04
	-0.90
	-0.55
	-1.58
	-0.04
	-0.45
	-0.35
	-1.33

	Firm-lowincome
	1.22
	1.53
	13.31
	1.60
	1.12**
	2.02
	0.92
	0.59

	Firm-mediumincome
	1.30
	1.63
	14.13*
	1.69
	1.03
	1.44
	-0.34
	-0.16

	Firm-econmajor
	0.50*
	1.77
	5.22**
	2.20
	0.31
	0.80
	2.02
	1.49

	Firm-undergrad
	-0.11
	-0.36
	-1.16
	-0.45
	-0.53
	-1.03
	-0.82
	-0.46

	Firm-Ausdum
	-0.28
	-1.13
	-0.66
	-0.31
	-0.09
	-0.16
	1.93
	0.87

	Firm-mediumcorrupt
	-0.04
	-0.13
	-0.88
	-0.36
	-0.45
	-0.81
	-0.69
	-0.36

	Firm-highcorrupt
	-0.20
	-0.68
	-1.51
	-0.63
	0.06
	0.11
	0.06
	0.03

	Constant
	0.34
	0.25
	8.93
	0.73
	1.84
	0.86
	19.64***
	2.82

	Observations
	214
	
	214
	
	196
	
	196
	

	Pseudo R-squared
	0.16
	
	0.05
	
	0.11
	
	0.02
	

	
	
	
	
	
	
	
	
	


***: Significant at the 1 percent level, **: Significant at the 5 percent level, *: Significant at the 10 percent level.

a: Regression for the high and low punishment treatments: Australian sample: 

b: Regression for the Low punishment treatment only: India and Australia.
Table 2: Official’s Decision: Accept the Bribe or not
	
	Treatment Regressiona
	Location Regressionb

	
	Bivariate Probit
	Binary Probit

	
	Coefficient
	z
	Coefficient
	z

	Treatment dummy
	0.74***
	3.28
	
	

	Official-gender
	0.34*
	1.77
	0.56*
	1.7

	Bribe Level
	
	
	0.09
	0.68

	Official-location
	
	
	-0.82
	-1.52

	Official-age
	-0.05
	-1.40
	-0.1
	-1.45

	Official-lowincome
	-0.06
	-0.19
	0.16
	0.46

	Official-mediumincome
	0.40
	0.96
	0.11
	0.24

	Official-econmajor
	0.92***
	4.44
	0.41
	1.2

	Official-undergrad
	0.28
	1.09
	-0.77*
	-1.67

	Official-Ausdum
	-0.61***
	-2.87
	-0.37
	0.75

	Official-mediumcorrupt
	0.29
	1.25
	0.05
	0.12

	Official-highcorrupt
	0.19
	0.89
	-0.05
	-0.13

	Constant
	1.30
	1.26
	3.22
	1.53

	Observations
	214
	
	186
	

	Pseudo R-squared
	
	
	0.11
	

	LR test (chi-squared)
	3.53 (prob =0.06)
	
	
	

	
	
	
	
	


***: Significant at the 1 percent level, **: Significant at the 5 percent level, *: Significant at the 10 percent level.

a: Regression for the high and low punishment treatments: Australian sample: 

b: Regression for the Low punishment treatment only: India and Australia.

Table 3: Citizen’s Decision Whether to Punish or Not
	
	Treatment Regressionsa
	Location Regressionsb

	
	Trivariate Probit
	Bivariate Probit
	Tobit
	Binary Probit
	Tobit

	
	Coefficient
	t
	Coefficient
	z
	Coefficient
	t
	Coefficient
	z
	Coefficient
	t

	Treatment Dummy
	-0.47**
	-2.38
	-0.33
	-1.62
	-1.79
	-1.63
	
	
	
	

	Citizen-gender
	-0.30
	-1.54
	-0.32
	-1.58
	-0.72
	-0.63
	-0.05
	-0.22
	-0.14
	-0.14

	Bribe Level
	
	
	
	
	-0.82
	-1.22
	-0.05
	-0.49
	-0.21
	-0.38

	Citizen-location
	
	
	
	
	
	
	-0.46
	-1.54
	-2.99**
	-2.04

	Citizen-age
	0.00
	-0.07
	0.01
	0.47
	0.09
	0.78
	0.02
	0.56
	0.08
	0.75

	Citizen-lowincome
	-0.39
	-0.73
	-0.03
	-0.06
	1.30
	0.36
	-0.04
	-0.14
	-0.83
	-0.52

	Citizen-mediumincome
	-0.32
	-0.60
	0.07
	0.12
	1.60
	0.45
	0.09
	0.22
	0.15
	0.08

	Citizen-econmajor
	-0.40**
	-1.90
	-0.48**
	-2.28
	-2.62**
	-2.08
	-0.46**
	-1.88
	-2.12*
	-1.74

	Citizen-undergrad
	-0.14
	-0.58
	-0.43*
	-1.78
	-1.80
	-1.39
	-0.21
	-0.77
	-0.61
	-0.47

	Citizen-Ausdum
	0.00
	-0.23
	0.36*
	1.67
	1.50
	1.28
	0.29
	0.96
	1.29
	0.88

	Citizen-mediumcorrupt
	0.00
	0.02
	0.00
	0.00
	0.52
	0.40
	-0.18
	-0.58
	-0.93
	-0.63

	Citizen-highcorrupt
	-0.19
	-0.82
	-0.27
	-1.10
	-1.14
	-0.81
	-0.06
	-0.20
	-0.30
	-0.20

	Constant
	1.49
	1.55
	0.62
	0.61
	6.55
	0.86
	0.29
	0.23
	1.65
	0.27

	Lambda1
	0.00
	-0.03
	
	
	
	
	
	
	
	

	Lambda2
	0.00
	0.37
	
	
	
	
	
	
	
	

	Observations
	214
	
	184
	
	158
	
	168
	
	168
	

	Pseudo R-squared
	
	
	
	
	0.02
	
	0.10
	
	0.05
	

	LR test (chi-squared)
	
	
	5.93 (prob=0.01)
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	


***: Significant at the 1 percent level, **: Significant at the 5 percent level, *: Significant at the 10 percent level.

a: Regression for the high and low punishment treatments: Australian sample: 

b: Regression for the Low punishment treatment only: India and Australia. 
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� That is to say that there is no genetic basis to corruption. At least there is no evidence to suggest that at this point of time. Even if there is a “gene for corruption” there is no evidence to suggest that the distribution of this gene is unequal across ethnicities.


� This results when corruption is simultaneously a cause and consequence of other variables. This is likely to be the case with policy distortions, inequality, and poverty as well as lack of economic freedom and competition.


� We imposed these, somewhat arbitrary, constraints to guarantee two things - (1) No one ended up with a negative payoff and (2) the payoffs did not end up being unduly inequitable. Often if the payoffs are excessively unequal these leads to confounding changes in behaviour. Given that the experiments were to be carried out in multiple countries this added another challenging dimension to the issue. As always there are arguments in favour or against our approach. However, upon careful consideration these are the parameters we decided to go with. 


� In the strictest sense, our design does not preserve anonymity between subjects. However, corrupt transactions such as the giving or taking of bribes hardly ever happen anonymously in the field. , a In our design while subjects could figure out who was in which group, no one nd knew which three subjects formed a particular firm-official-citizen trio.  we CHANGE THIS>> we are not too concerned with this fact. 





� In the survey we also asked questions about work experience. Most of the students in India do not have work experience, hence it is highly correlated to the location variable in the data. We hence drop work experience from our estimation results.


� In the Australian sample, we have data from some subjects who have been in Australia for a very short time. The survey shows that these subjects have lived in developing countries before they came to Australia. Another way to separate the data therefore is to define a developing country and developed country sample. Subjects who have lived in Australia for less than five years could be considered as part of the developing country sample. This gives us a more balanced data set. Preliminary examination of the data using this definition  shows that our results become stronger and more pronounced.  


� The marginal results are not presented in the tables to save space.


� Only 10 observations out of 196 are censored in this model and this is perhaps the reason why the two equations Y1 and Y2 can be considered independent.


� In the low punishment treatment, the average punishment amounts are 0.89 for Indian men, 0.91 for Indian women, 2.9 for Australian men and 2.8 for Australian women. The rates of punishment are 27.27 percent for Indian men, 21 percent for Indian women, 48.5 percent for Australian men and 56 percent for Australian women.





�I suggest removing this paragraph since this paper is not an empirical paper about corruption. We can replace it with a paragraph on the experimental work on corruption. Moreover, I am not sure to what degree it is true to state that there are more theoretical papers on corruption than empirical. 


�Since we have data only from Australia for the two treatments, it may be better to have separate section where we compare the two treatments. The India data is based on the first treatment only. The way the results are written, I am not sure whether this is clear. 
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