Introduction

In the aftermath of Bretton Woods collapse and the advereritfle exchange rates, many
economic models relying on PPP as an equilibrium conditianing it being derived as an
outcome or a possible violation, could be easily found. Vven PPP is admitted to fail, the
existence of real exchange rate (RER) misalignments igbeiplicitly assumed, that is,
departures from an equilibrium RER value occur.

In fact, RER misalignments can be found in the core of manheihost studied open
economy macroeconomics and international finance is@sbusch (1976), for instance,
shows that differential speeds of adjustments between amlityrand asset markets produce, in
response to nominal shocks, short-run deviations from RPRe same framework, real shocks
can produce a change in the long run equilibrium RER. CalbRodriguez (1977) and Mussa
(1982) are also examples of this class of models.

This question becomes substantially relevant when thearodigpossible effects of RER
movements over economic and social outcomes are takendotwat. Let RER be the relative
cost between a common basket of international and domestidsy measured in the same
numeraire. Hence, it can be understood agrie indicatorof the incentives to the economic
agents regarding the production and consumption decisietvgeen domestic and international
goods. Therefore, RER movements - under a few theoreticalittons - can affect both national
savings and domestic absorption with real economic effects

In addition, this problem has also been addressed in anpénspective. Persistent exchange
rate misalignments can generate severe macroeconomdudibga usually leading to costly
external imbalances corrections. Both theoretical andigeapliteratures on speculative attacks,
for example, attach a significant position to RER apprémmest Following Krugman (1979)
seminal work, first generation speculative attacks moaldified versions allowing PPP
deviations were developed. This advance leads to RER dappogcas an empirical regularity
that should be seen in the run-up of such events. EvidendeERfappreciations as an early
warning indicator of possible currency crisis episodeshasen recently widely documented.

A broad range of studies has been developed in the recerdeeoaorder to discuss
whether and how purchasing power parity (PPP) hypothesisgasonable assumption. As stated
in Rogoff (1996), few studies suppose that PPP holds in tbd-stn (continuously). In fact, the
literature has been concentrated on whether there exiatssien of real exchange rates towards
a long-run mean. The underlying idea on this approach isviesitigate if real exchange rate
misalignments (appreciations and depreciations) arouadgarun equilibrium value vanish.

Goldfajn and Valdes (1999) go beyond this question and assbat RER, as a rule, reverts
to a time-varying long run equilibrium value. The authors aspecially concerned about how
(instead of whether) real appreciations revert to the dayiuim level. Two main questions are
addressed in their paper. The first is related to the coctéruof an acceptable methodology in
order to characterize movements on observed RER as dengdtmm an equilibrium value. The
second issue discussed is the assessment of how theseiafpme®pisodes end, that is, which
component of the RER (nominal exchange rate or price leVigrdntial), after a maximum
degree of overvaluation has been achieved, is the mainmsiye for the return to the
equilibrium value.

Two alternative methods for estimating a suitable empipcaxy for the equilibrium real
exchange rate (ERER) are employed in Goldfajn and Valde39)1@ plain Hodrick-Prescott
filter on observed RER and the estimation of a long run retesthip between RER and economic
fundamentals using cointegration techniques. An oveataln series is then constructed
involving the observed RER and the predicted value for bathtioned methodologies. When
the overvaluation index is above a certain threshold, tee@ated period is classified as an
appreciation episode. Using a statistical framework, timalmer and dynamics of appreciations
for multiple limits. As expected, they found that the numbkappreciations is a negative
function of the appreciation threshold. An important draakof this approach is that the



threshold used to identify appreciations is largely aaojtr Consequently, the methodology used
to classify observations may be quéd hoc

This paper is mainly focused on the characterization of bedhappreciations and
depreciations episodes trying to set up a methodology thabtidepend on individual discretion
on the classification of whether a departure from equilibriRER is big enough to be considered
a meaningful economic episode (real appreciation and degti@n). Firstly, equilibrium RER
series are constructed using Goldfajn and Valdes (199%)adetogy (cointegration with
fundamentals) for a large subset of countries covered in plaper. After the departures from
equilibrium RER (misalignments) have been obtained, a Bafwitching Model (MSM) is
used to model the misalignments series as stochastic gutssive processes governed by two
states representing different means. This specific ecet@characterization allows testing the
plausibility of two states without an user defined ad-haeshold. In theory, each mean can be
interpreted as signaling the existence of appreciatiomepreciations episodes.

Some important results are found. In first place, some c@msitlo not present statistical
evidence that different regimes should be considered fealignments. Second, the
misalignments processes characteristics, jointly wighsipposed probabilistic structure, favors
the detection, in some cases, of states that can be undgestamises and tranquility states,
instead of appreciation and depreciation outcomes.

The results obtained also seem to indicate that the thré&mle discussed above is
relevant. Alternative regimes are found for some of thosentrtes whose departures from ERER
are not large, using Goldfajn and Valdes (1999) - hereaftér @etric. Hence, an endogenously
determined limit for appreciations/depreciations th&etinto consideration the series behavior
across time seems to be adequate. Finally, evidence ofaaeatitfbehavior of RER departures
under different regimes is found. Lower mean misalignmarngsreported as having higher
persistence than higher mean misalignments.

In the MSM model, at each point of time, the current state efitthderlying series is
unknown and statistical inference about the likelihoodeaihly on a specific state can be made.
Hence, it is also possible to markedly establish startirgearding points for real appreciation
and depreciation episodes. A comparison between both tethonade for the whole set of
countries and some remarkable differences appear. Maggalty influenced by the above
mentioned tranquility/crises pattern, both the numberaretage duration of misalignments
episodes are higher than those figures calculated by GV.

This paper is organized as follows. The next section digutge estimation of the RER
misalignments using the cointegration with fundamentpjg@ach. The third section uses the
previous section misalignments estimates as inputs to &tate Markov Switching Model. The
final section concludes.

Real exchange rate misalignments
estimation

An important effort on RER misalignments studies reliesl@groper estimation of the
equilibrium real exchange rate. The empirical definiti@ménemployed is, to a certain extent, the
culmination of a wide debate on PPP deviations. A speciahstof the literature, usually
interested in predicting nominal and real exchange ratkawer in the long run, assumes that
RER series are permanently affected by shocks and adoptiethéhat the equilibrium real
exchange rate changes over time. [See, for example, Ma8bjLAs a consequence, the idea of
a long run constant mean level underlying PPP is abandoredeXchange rate continues to
return to a target level although it is not the PPP anymore.

A natural extension to this approach is to allow equilibrierchange rate to be a function of
other economic factors — hereafter denominated fundarsenthat have an effect on the
equilibrium RER and try to derive a long run equilibrium t&aship among all these variables.
This is precisely one of the practices adopted in Goldfaph\daldes (1999) and also used in the
present work. Hence, most of the work here performed is amtil that present in GV.



The method basically consists of estimating a cointeggagtation between observed RER
and a chosen set of economic fundamentals. Implicitly gtliethe assumption that the RER can
be decomposed into a permanent component, that is, a niboRsiy I(1) series, and another
element that has a stationary behavior. The integrated coemt represents those changes in the
RER that do not vanish over time, namely, changes in the ERERI(0) elements are the
short-run misalignments that disappear over time.

Once a cointegrating vector has been found, an equilibri&R Reries is constructed
applying the cointegrating vector to the fundamental sed¢ each point of time, an equilibrium
value to the RER is reached and the difference between tle\@isRER and the calculated
equilibrium RER is the real exchange rate misalignments Tdsk was accomplished for a subset
of 85 countries - from a total of 93in GV and the data used isulesd in the following
subsection.

Data

Following Goldfajn and Valdés (1999), whenever possible terms of availability or
reliability — WPIs were used to construct the RER seriesthheiocases, they are replaced with
CPls as specified in GV. The monthly data required for thé& taaverage monthly nominal
exchange rates and price indexes — were mainly obtainedlfrtamational Financial Statistics-
IMF covering a period ranging from January 1960 through Dewmer 1998. All series were
graphically examined in order to avoid data glitches. As \h @rice indexes missing values for
some short periods of time were obtained via interpolation.

Bilateral exchange rates for each country were calculatethbse countries encompassing
more than 4% of total trade. Subsequently, after a suitairaalization of these series to avoid
scale problems (Jan/1920100), a multilateral real exchange rate was obtained fdn eaantry,
properly weighting the bilateral series by their respect®evance on trade.

In accordance with GV, four economic fundamentals are usedpture changes in RER
attributable to structural rather than transitory factéesms of trade, openness, government size
and international interest rate. The impacts of these fonasfials on RER as well the
characteristics of the data used as proxies to these ecoffiactors are shortly addressed below.

Terms of Trade (TOT)rhe usual simplification that all countries produce thmsavarieties
of tradable goods is not reasonable in practice. In factgtiwals a country exports has a degree
of differentiation from those it imports. Obstfeld and R&Ja996) draw attention to the point
that terms of trade — the relative price of exports to imperése one of the main channels of
global transmission of macroeconomic shocks. The outcahtese relative price changes over
RER are associated to adjustments on nontradables priegs demand shifts. Following
Diaz-Alejandro (1982) long-established approach, a meg§bermanent) TOT shock — that is,
an increase in import prices compared to export prices —litapanontradables price decrease
caused by the fall in real income. A real depreciation isiagtzin equilibrium. The main source
for TOT data used is the World Development Report from WordthlB completed with IFS
exports and imports prices when possible. As these datavailalale in annual basis, the same
course of action of GV to convert it to monthly data was empthythat is, yearly data was
linearly interpolated using June as the basis month.

Openness (OPENThis variable is, to some extent, a measure that indichtedégree to
which the country is affected by the international enviremin— how much it is connected to the
rest of the world. Here, it is proxied by the sum of exports enports over GDP. A real
depreciation is observed in equilibrium when opennesd Isvegher. The reason is quite
simple: a trade liberalization reduces domestic pricesaafables causing a demand shift from
nontraded goods towards those that are traded. Under santiggd¢asonable cross price
elasticities assumptions, nontradables prices mustrdlareal depreciation is reached in
equilibrium.

Size of Government (GOM permanent change in the size of government affects RER
whenever it triggers demand swings from tradables to ndabies. Countries where government
spending is likely to fall more heavily on nontradable gooelative to private spending should



experience equilibrium RER appreciations following arr@ase in the size of government.

Goldfajn and Valdés (1999) uses, as proxies for the last tmddmentals, the statistics
provided by Penn World Tables (PWT 5) identified as OpenaessReal Government share of
GDP for the period between 1960-1992. From 1992 to 1994, #\Reihk data is used. We take
benefit of a new set of data covering a period up to 1998 (PWY. Besides the time extension,
another advantage follows: the use of two sources of datzisied.

The series from both data sets were compared for the ovémgppriods and remarkable
divergences in some cases were found related to level assvdiinamics. The disparities on the
series levels are related to different relative price sgstamong aggregates as a consequence of
different starting points (PWT 5.6 data is measured in 198%p and PWT 6.0 has 1996 as
basis). The constant price share of government spending,darticular year is different when
valued in 1996 international dollars than when valued inSli@8ernational dollars. This
difference, however, does not influence the estimatiomefointegrating vector in order to
establish the long-run relationship between RER and furdaahs. The discrepancies observed
in the dynamics of the fundamental, however, do have corserps on the equilibrium RER
assessment. It is important to highlight that these chaagesot connected to substantial
methodological shifts but rather to growth rates adjustsiér a subset of countries. National
accounts growth rates for a number of countries have beestegydthus altering these indicators
dynamics.

International Interest Rate (TBAM): A gap between domestic and international interest
rates has opposite outcomes on RER when short and long repgutives are considered. Lower
international interest rates strengthen capital flowsthnd generate an appreciation tendency in
small open economies. On the other hand, in the long-run casibe associated with a smaller
net assets accumulation, it might be consistent with a ibgiuiln RER depreciation. The US
3-Month Treasury Bill is used to capture this effects.

Summarizing the arguments discussed above, the folloveilagionships with equilibrium
RER are expected to hold in the long-run:
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Table 1 in the Appendix presents the estimated cointegyatctors.

Misalignments and MSM

The preliminary assessment of the misalignments prewaushputed indicates that it can
be characterized as stochastic processes with substegiae of persistence. In fact, for many
countries studied, misalignments seem to be up to long swthgt is, to move in one direction
for long periods of time. Additionally, these movements faeguently succeeded by sudden
shifts on its values towards the opposite direction. Thikzgtd fact is in harmony with GV
inertia of RER when the latter is outside its equilibriumipd&esides, it seems to be coherent
with the low probability of smooth returns of appreciatigisodes.

These long swings followed by sudden reversals suggest #rkdv Switching Model as a
suitable description for such class of processes. The MSlsdeth situations in which discrete
shifts in regime are possible, that is, the existenceepfsodes across which the dynamic
behavior of the series is markedly differérfHHamilton, 1989, p.358). Additionally, no previous
knowledge of the state of the stochastic process is requinddct, this becomes a probabilistic
inference problem in which every observation is assigneabagbility of being originated from a
specific regime.

Many empirical questions are up to be addressed with thiseinbdmilton (1989) originally
makes use of this framework to estimate the likelihood of tegimes for US GNP growth. The
paper illustrates that a high probability of being in a low\wgth rate regime, as a general rule, is
associated with those periods characterized as recessidhs National Bureau of Economic
Research. Martinez-Peria (2002), particularly intersie exchange market pressure, models




the mechanics of swings from tranquil to speculative attagikmes (and vice-versa). Engel and
Hamilton (1990) develops a MSM model in order to assesssstiftthe dollar nominal exchange
rate and shows that it has a better predictive performararealsimple random walk model.
Finally, Bonomo and Terra (1999), focusing on Brazilianteuge rate political economy,
makes use of an extended version of Hamilton’s model to npitaiaddition to whether real
exchange rate misalignments have different regimes, tligcpbfactors that may influence the
shifts from one regime to another. Engel and Hakkio (199@)kaminsky (1993) are also
examples of the use of MSM to exchange rates.

Here, the focus is on whether distinct regimes for misalignts exist. At first, we presume
that overvalued and undervalued states will arise. Thenasitbtn may either confirm the
existence of two misalignment states, or it may show that oné regime is the best description
for the misalignment. As already mentioned, a straightésdadvantage of this model is that is
endogenously determines the existence of alternativenesgiThis is particularly relevant if we
take into consideration that the level of misalignment thay have effect on economic
outcomes can be quite different on a country basis. Morelgledepending on alternative social
and economic structures — such as institutions or exchatgerrangements, for example — the
same level of departure from RER may or may not be considerelgzant economic episode (a
real appreciation or depreciation). Indeed, it is reaskntbsuspect that appreciations and
depreciations may have also different cutoffs. These (qurestre examined here.

The MSM model as well as its empirical implementation to tlERRmisalignments is
presented in the next subsection. Some comparisons ofgshikgebtained with those available
from GV then follow.

Markov Switching Model implementation

The RER misalignment is modeled as following an auto-resivesstochastic process ruled
by alternative states which have different means and veemm Markov Switching Model is
used to characterize such process, and it may be descrilibd yllowing equation:

M — u(St) = ¢(Me-1 — u(St-1)) +o(s)ée #

wherem is the RER misalignment¢,} is a sequence of i.i.dN(0, 1) random variables, arg is

an unobserved variable governing both the mean jeand the variance. Basically, the
stochastic process is an autoregressive process thatdtastaround two different means. The
variables; is usually referred as a state variable because it defimaietiime in which the
stochastic process is at each moment. Hence, the dynantios stiochastic process is defined by
the interaction of the autoregressive coefficignthe gaussian innovatioids, ands;.

The variables; is modeled as a discrete-valued stochastic process thatssame distinct
values and we will admit two states as possible, hencefaltbléd states one (depreciated) and
two (appreciated). Consequently, the actual misalignreerés may have observations that can
come from alternative stochastic processes with two diffemeans and possibly also different
variances. As usuas; is modeled as a first-order Markov process in which the curstate
depends only on the state in which the stochastic variabeimvéne immediate preceding period.

Let {s:}{, be the sample path of the Markov process described abovanaition
probabilities matrix can be defined by:

1-
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wherepi is the probability that the economy will remain in stateext period. We define

pi = %. The transition probabilities, written as logistic fursts from parameters;, are

time invariant. Our main focus in this paper is on the proligiof being, in a given point of
time, in a specific regime (with a higher or lower mean).
The model is estimated using maximum likelihood. For thaso:, some hypothesis might



be made concerning the conditional distribution of the igeanents in such a way that a
likelihood function can be built. Misalignments samplefpéin;}, are assumed to be a
stochastic process characterized as a gaussian i.i.cunaitktat depends on the unobserved state
variable sample path. Therefore, the densitynp€onditional orns; has a normal distribution:

f(mds: = i;ai) = J%o- exp{ [(M — i) _Z(i(?mtl - un]? } "

for ai = (u1,0i,¢) a vector of population parameters ane1,2.

The estimation problem reduces to finding a set of paramétat maximizes the log
likelihood function subject to the usual constraints omsiaon probabilities. Once a set of
parameter estimates has been found, a sequence of estiordtess(constant) transition
probabilities is also available. Such estimates can be taskdm filtered probabilities which
assess the likelihood of the states at each point of time.

Results

MSM estimation relies basically on an EM algorithm develbpeHamilton (1989) for
maximization of the log likelihood in order to avoid the comt@tional intractability issue.
Although this algorithm is considered a well-establishethust and stable procedure, some
details may be taken into consideration on its implementati

Diebold, Lee and Weinbach (1994) recalls that, as usualigchim the literature, EM
algorithm gets close to the likelihood maximum very quidbiyt then takes more iterations to
reach convergencdp. 296). The number of iterations might be closely asdedavith the
maximum likelihood function shape. A flat region neighlbgyithe estimated maximum is found
for a considerable part of the series under investigatidsn Avhenever convergence is achieved,
as the solution is obtained numerically rather than arailti, the resultant maximum likelihood
parameter estimates have to be considered, in principtesah tnaximum. This implies that
alternative start up parameters may be tested to check aitbibse estimates can be considered
a global maximum. For this reason, whenever possible duertgpatational cost, accuracy might
be favored.

After the MSM has been properly estimated, it is necessatgstioif misalignments are more
likely to have been originated from a random mixture disttidn (that is, two regimes) rather
than from a standard AR(1) stochastic processes. Hamilt@®4) warns that usual LR tests used
to verify misspecification are not appropriate in this etbecause LR tests regularity
conditions may not be attained. The null hypothesis thatritess the N' state is unidentified
when the researcher tries to fit a N-state model when theg#atarating process has N-1 states
(our plain AR(1) model). Garcia (1998) derives asymptotatistics of the LR tests for a variety
of Markov switching models using the asymptotic distribattheory employed when a nuisance
parameter is not identified under the null hypothesis.

The alternative hypothesis of two regimes was tested aghi@\R (1) null. The likelihood
ratio statistics for each country is reported in Table 2 mAppendix | and the critical values
vary with the auto-regressive factor. The null hypothe$smAR(1), at a 5% confidence level,
could not be rejected for 11 of the 85 total sampled countA#lough cross-section
comparisons are not made here, loosely speaking, thes&ieswseem to share a common
characteristic: the departures from RER are usually smahen compared to the whole set and
this may be interpreted as an indication that those degarghrould not be considered
meaningful economic episodes. In summary, they can berluttéeacterized by a model [AR(1)]
in which misalignments fluctuate around a zero mean withezi§ip (maybe outsized) variance
in opposition to a stochastic process that is the combinati@ther two processes with different
means (and possibly different variances).

For the remaining 74 countries, 10 were best described mesgthat had not only different
means but also dissimilar variances. The relatively snaafifge is not enough to authorize
inferences on whether exists an association of the secontkmicof the stochastic process with



the first moment of the regimes (i.e., if appreciations asslvolatile than depreciations). For
four countries — Burundi, Central Africa, Denmark and Kutwdhe lower mean regime is also
associated with lower volatility. Zaire, Jamaica, LibeNgexico and Paraguay illustrates the
opposite: lower means are associated with higher volatiliien compared to those linked to the
higher mean regimes. For El Salvador, however, althougtilikod increases when a
two-variance model is considered, the difference of theanaes is not statistically significant.

As mentioned previously, we are preferably concerned vighpiausibility of two means.
The two states are expected to take account of RER appm@ats-a-visRER depreciations.
However, although for many cases this result seems to hotdhar outcome is also present: the
model identifies a regime with a mean quite close to zero ather in which it is very far from
zero. Intuitively, they can be understood as a state of triitygin comparison with another state
in which a large departure from equilibrium RER takes plaseeh as large devaluations
triggered by balance of payments crises. Cameroon, PerRaadda are examples of this
pattern.

Another chief result is found when the model is estimatedtose countries whose RER
departures are small using GV metric. Although, as preWadiscussed, for some of them the
AR(1) null cannot be rejected, in many cases the MSM suggiestsxistence of two regimes and
the difference of the means is statistically significant.

Another important comparison relating the MSM and the GVhuodblogy may be made
through the evaluation of their ability to express this sdtconomic episodes. In the MSM
framework, this task can be accomplished using the filtprethabilities mentioned in the
previous subsection. When the filtered probability of tle@mciated states - given the available
data - is close to 1, there is strong evidence that the misakgt is in a depreciated regime.
Conversely, when close to 0 there is support to the hypathieat the observed misalignment
comes from a lower mean regime. Therefore, the inferencetatdoether a misalignment may
have been originated from one regime or another can be pegtbbased on these filtered
probabilities. However, a certain degree of arbitrarinessvolved here: a threshold on filtered
probabilities must be also adopted. Most empirical appboa available in the literature use a
0.50 threshold. When the calculated filtered probabibtglbove this maximum value, the
observation is considered as being from the specific regime

A different approach is adopted here. A higher cutting edgiefined in order to the
observation to be considered a relevant episode. The gelptvidisplays a histogram of the
depreciated state filtered probabilities encompassie@fcountries analyzed. It is clear that
most of the estimated probabilities are either close to aemme and also that movements
between the two extremes are fast.
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As 89.6% of the 32,343 filtered probabilities calculated lcated within a 0.30 distance from
the extremes, this border line was adopted. As a consequeBEeappreciation episodes are
defined as those observations whose associated appoediéitred probabilities are higher than
0.70. The same is valid for RER depreciations: the limit fepiciation filtered probabilities is
also set at 0.70.

The resulting episodes were compared with those that cautibberved if GV methodology



was in place. Table 3 in Appendix | tabulates, for each cguititie number of episodes and the
average duration. Additionally the lower panels of coufigyres in Appendix Il present
simultaneously the beginning and ending dates of episadtesefected countries. Again, the
MSM results are highly influenced by the factors mentionefblke. For most of the countries,
these indicators are higher than those calculated using &Yiadology. In some cases, this is
related to the characterization of tranquility/crisisipds in spite of appreciation and
depreciation episodes. In general, tranquility periogsexipected to hold for longer periods,
being interrupted by the incidence of crisis.

It is worth to mention, however, a negative aspect of usitigreded filtered probabilities in
order to accomplish this task. Some inertia can be obsemdittered probabilities and
sometimes a direct relationship between changes in misakgts and the assigned filtered
probabilities cannot be established.

Nevertheless, positive evidence on MSM as an appropriatedwork is also found. For
many countries that GV methodology did not indicate the agmnce of appreciation or
depreciation incidents, the MSM appointed some episodss.again supports the idea that a
common threshold for all countries might be avoided.

Conclusions

The main purpose of the present work was the evaluation ofnen®ER misalignments -
defined as deviations from a long run equilibrium relatlips- may be characterized by a
switching regime that interpret these misalignments asempgtions or depreciation episodes.
The basic idea underlying this econometric modeling ch@itkee avoidance of a limitation of
GV model discussed above: a common threshold for all casittWhenever the latter setup is
implemented, appreciation/depreciation episodes araateivhen the misalignment surpasses
anad hoclimit. Nonetheless, it’s far from certain that this commanetshold is consistent with
different economic structures observed among countris& éonsequence, there is room for an
endogenously determined limit. Additionally, behaviaaymmetries on RER misalignments
between regimes may exist as the alternative regimes magmtreiverse patterns of persistence
and volatility.

The most usual switching regime model implemented in theiecapliterature - a two-state
MSM — was implemented on RER misalignments. The latter wbtaioned through the
estimation of a cointegrating relationship between adRER and a set of economic variables in
order to account for changes in RER explainable by fluctuetin fundamentals. A certain
degree of divergence from those calculated by GV may be wbdeatue to the following reasons.
The period covered was extended and economic fundameatédsons changed the variables up
to be included as participants of the cointegrating veaiobsbme countries. Moreover, the
estimation method here employed — OLS rather Stock Watswari@e model — might result in
slight alterations on misalignments.

The MSM estimation for each country resulted in similagtées well as some disparities
when compared to those available in GV. Firstly, the AR(1) hypothesis for some countries in
which GV would not sign the existence of either appreciatodepreciation cannot be rejected.
Conversely, for other countries in the same situation, tiiehypothesis is rejected and this can
be understood as evidence that countries do not share tleetsamds from which
misalignments should be considered relevant economioegss

When the specific question of appreciation and depreciatadegorization is taken into
consideration, a drawback emerges. For many countriesytickel apparently identifies, as
lower and higher means, periods of tranquility and crisesres the expected appreciation
depreciation pattern. In general, this is observed for treemin which the RER fluctuates
around its equilibrium value for a long interval but sigo#nt larger departures can be observed.
This can be a result of the particular probabilistic streetssumed and suggests the
investigation of whether a three-state switching modelehbstter fit to the available data.
Instead of classifying some of the observations as comon f state in which the mean is close



to zero, they would be assigned to a state that could be netexgppas an economic departure.
Hence, important economic departures would not be ratedlasw close to equilibrium.

As a consequence of the preceding mentioned outcome frorstate models, the accurate
classification of appreciations/depreciations wheeifdtd probabilities are used is doubtful.
Although filtered probabilities between extremes are, fe@ietimes these alterations are
disconnected from large swings observed in misalignmdihis. may obscure the regime
changes assessment.

It is worth mentioning that it was found support within thasmintries that can be
characterized by the two-state model that sometimes thxéts elistinction on variance among
regimes. Albeit no conclusion could be derived on whetheRRBlatility may be higher in
depreciation vis-a-vis appreciation regimes (or vicesagsome differences regarding these
states configuration appear. In general, as shown by theetstansition probabilities, appreciation
(lower mean) episodes have higher persistence and thustggtr than depreciations (higher
mean). This finding may be consistent with a line of reasgridopted by GV when they find
that undervaluations are usually less prone to move bacguiilerium by means of smooth
returns. Downward rigidity of prices together with policgkers different degrees of tolerance
with booms and recessions may cause this asymmetry.

Supplementary research is desired in this area and shauid tm two main issues. Firstly,
as suggested in GV, the comparison from the factors thataren@nt on the reversal from
undervalued/overvalued states to the RER equilibriumeséhominal and cumulative
differential inflation) may shed light over the mechanidrattleads to a higher persistence of
appreciation episodes. Also, this question can be also ieeghunder the scope of those issues
that may influence policymakers’ choices, which are plyti@vealed by the lower persistence
of RER depreciations. A line of attack to accomplish thiktaghe estimation of Hamilton’s
model extensions in which time-varying transition prollitibs are estimated. This would be
advantageous not only from the perspective of being ablatover the questions that
policymakers look at when deciding policies. Also, a bettedel fit may enhance the
characterization of RER appreciation and depreciations.
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Table 1

Cointegrating Vectors

Terms of
Trade Government Openess Interest Rate Trend Constant
Austria (0.256) (0.089) (1.527) (0.631) 162.179
0.105 0.078 0.313 0.058 20.825
Belgium (0.866) 0.394 (0.902) (1.388) (0.100) 189.043
0.099 0.042 0.151 0.105 0.006 11.968
Denmark (0.038) (0.060) (1.557) 0.206 147.000
0.120 0.105 0.165 0.127 20.607
Finland (1.109) 0.570 (4.337) (3.517) 0.068 277.086
0.124 0.072 0.438 0.170 0.008 17.608
France (0.287) 0.611 (0.089) 131.655
0.068 0.130 0.005 10.606
Germany (0.373) 0.395 (1.299) 144.219
0.064 0.583 0.159 11.856
Greece (0.018) 0.667 (1.084) (1.009) 0.001 89.059
0.059 0.109 0.329 0.083 0.006 8.151
Ireland 0.139 (1.670) (0.027) 119.323
0.031 0.115 0.107 3.221
Italy 0.210 0.896 5.430 0.074 (29.618)
0.047 0.073 0.503 0.124 13.818
Netherlands 0.526 0.551 2.636 (0.201) (43.658)
0.082 0.028 0.123 0.057 11.317
Norway 0.280 (1.901) (3.093) 0.387 270.035
0.021 0.102 0.234 0.129 6.810
Portugal (0.062) 0.756 4.980 0.196 (0.324) 46.595
0.053 0.052 0.347 0.128 0.012 8.376
Spain (0.030) 0.750 (0.249) (1.201) 92.722
0.029 0.054 0.179 0.121 3.160
Sweden 0.110 (0.053) (0.062) 101.974
0.143 0.098 0.241 20.981
Switzerland (0.077) 0.129 (3.598) (0.904) (0.033) 147.521
0.160 0.126 1.158 0.168 0.014 16.636
United Kingdon (1.335) 0.967 2.512 (0.894) 0.022 125.227
0.092 0.096 0.238 0.096 0.005 14.208
Argentina (0.378) (0.911) (1.428) 121.991
0.042 0.265 0.252 5.852
Bolivia 0.171 2.006 (7.855) 2.230 121.894
0.087 0.378 0.625 0.644 24.604
Brazil 0.318 3.890 2.614 3.164 (54.253)
0.030 0.469 0.307 0.393 16.635
Canada (0.192) 0.341 (0.478) 0.754 108.774
0.044 0.028 0.245 0.087 5.230
Chile 0.228 0.924 (0.869) (0.031) 43.498
0.017 0.091 0.11¢ 0.00¢ 5.55¢
Colombia 2.688 0.417 (0.966) (2.943)
0.143 0.212 0.143 3.264
Costa Rica 0.441 (2.026) 0.166 104.405
0.031 0.360 0.216 8.013
Ecuador (0.707) 0.473 2,782 120.952
0.031 0.143 0.306 10.225
El Salvador (0.379) 0.318 (3.964) 148.699
0.063 0.109 0.315 4.937
Guatemala (0.199) 0.588 1.591 (1.133) 59.713
0.047 0.067 0.522 0.232 12.320
Haiti 0.066 (0.596) (0.235) (0.151) 167.642
0.059 0.327 0.275 0.005 7.329
Honduras (0.453) 1.177 (2.668) (1.549) 160.407
0.104 0.068 0.537 0.392 16.763
Jamaica (0.643) 0.850 0.178 (2.768) 70.379
0.082 0.034 0.134 0.302 4.858
Mexico (0.228) 2.747 62.977
0.053 0.344 3.896
Paraguay 0.259 1.438 (1.107) (0.084) 56.533
0.05¢ 0.26( 0.287 0.011 5.28¢




Table1

Cointegrating Vectors

Terms of
Trade Government Openess Interest Rate Trend Constant

Peru 2.260 8.450 38.385 (0.000) (794.825)
0.193 0.548 1.815 1.057 29.783

Trinidad Tobago (0.211) 0.433 2.455 88.267
0.021 0.040 0.356 4.912

United States 4.443 3.354 (43.647)
0.337 0.616 16.583

Uruguay 0.399 (0.756) 5.037 (0.078) (31.912)
0.084 0.264 0.596 0.414 18.223

Venezuela 0.116 1.202 6.241 (2.328) (82.124)
0.031 0.089 0.559 0.227 8.426

Australia (0.667) 1.474 (3.351) (0.794) 180.013
0.044 0.139 0.479 0.118 9.969

Indonesia 0.330 0.647 (1.407) (4.669) 74.141
0.058 0.209 0.520 0.459 10.733

New Zealand (1.110) (0.149) (8.539) 371.321
0.070 0.113 0.873 16.521

Papua New Guinea 0.214 0.011 0.086 45.844
0.023 0.055 0.007 5.708

Bahrain 0.124 0.436 77.306
0.025 0.172 4.500

Bangladesh (0.459) 0.553 0.124 87.115
0.094 0.200 0.016 5.683

Hong Kong (1.981) (0.149) (3.580) 0.074 324.296
0.408 0.033 2.132 0.016 43.950

India 0.503 6.339 (1.824) (2.580) (0.046)
0.132 0.342 0.344 0.293 24.681
Israel 0.645 0.467 (0.101) 2.511
0.122 0.040 0.074 13.533

Japan (0.415) (5.383) (1.017) (0.246) 277.845
0.045 0.526 0.248 0.010 12.523

Jordan 0.581 0.242 (1.875) 15.470
0.017 0.139 0.090 6.716

Korea (0.118) 0.421 (1.594) (3.105) 131.034
0.127 0.079 0.273 0.245 17.961

Kuwait (0.055) (0.010) (0.076) (0.065) 127.356
0.049 0.048 0.162 0.007 5.232

Malaysia (0.203) 0.326 0.692 (0.101) 52.255
0.028 0.006 0.165 0.107 4.590

Nepal (2.928) (1.474) 0.244 88.067
0.213 0.132 0.004 4.046

Pakistan 0.000 1.827 1.706 (1.698) (5.293)
0.02¢ 0.13C 0.12E 0.127 6.89¢

Philiphines 0.196 (0.030) 3.603 (0.260) 26.951
0.050 0.030 0.495 0.237 9.599

Saudi Arabia (0.813) (0.595) (2.328) 191.720
0.081 0.118 0.306 7.025

Singapore (5.534) 0.042 (0.536) (0.491) 624.551
0.409 0.016 0.709 0.120 50.067

Sri Lanka 0.217 (0.107) (10.215) (1.085) 273.111
0.087 0.086 0.446 0.453 15.968

Thailand (0.076) 0.434 1.520 (1.927) 61.707
0.041 0.048 0.348 0.179 11.761

Turkey (0.353) 0.484 1.216 (1.055) 104.267
0.048 0.108 1.142 0.343 23.275

Algeria 0.994 8.937 (0.695) (122.775)
0.059 0.197 0.333 6.792

Burkina Faso 0.055 0.880 (2.782) (2.388) 0.247 66.318
0.089 0.290 0.405 0.367 0.019 10.076

Burundi (0.096) 1.406 2.708 (2.786) 0.137 (42.223)
0.017 0.148 0.213 0.302 0.015 12.202

Cameroon 0.484 (2.422) (0.660) 99.845
0.074 0.874 0.374 13.897

Central Africa 0.111 0.690 (1.813) (1.572) 143.328
0.024 0.098 0.140 0.243 3.894

Zaire 0.332 0.662 (1.438) (4.906) 80.923
0.068 0.118 0.198 0.442 10.105

Congo (0.060) 0.489 (0.018) (1.083) 69.277
0.00¢ 0.02€ 0.10¢ 0.163 5.15¢




Table1

Cointegrating Vectors

Terms of
Trade Government Openess Interest Rate Trend Constant
Egypt 0.119 2.262 (12.751) 174.381
0.046 0.094 0.710 8.093
Ethiopia (0.125) 3.875 (4.384) 0.084 109.363
0.060 0.184 0.214 0.012 9.140
Gabon (0.035) 0.288 (0.949) 0.004 90.600
0.019 0.053 0.415 0.007 6.101
Ghana (0.205) 2.113 (0.460) 0.101 31.752
0.034 0.075 0.194 0.372 9.149
Kenya 0.065 0.378 (4.243) (1.059) 0.161 75.200
0.038 0.055 0.248 0.163 0.009 3.809
Liberia (0.049) 0.411 (1.024) 97.235
0.062 0.058 0.152 9.998
Madagascar (0.292) 2.403 7.144 (4.280) (52.262)
0.030 0.137 0.717 0.281 16.324
Malawi 1.813 0.396 (0.015) (1.763)
0.156 0.298 0.381 12.472
Morocco 0.114 (0.938) (0.582) 0.097 69.382
0.074 0.181 0.124 0.003 2.770
Niger (0.433) (0.726) (0.888) 0.316 84.161
0.056 0.112 0.512 0.013 4.367
Nigeria (0.237) 0.355 0.302 0.318 78.618
0.038 0.068 0.589 0.688 3.566
Senegal (0.840) 0.044 (6.611) 0.152 269.341
0.112 0.054 0.365 0.006 12.421
Sierra Leone (0.664) (0.526) 11.779 96.645
0.360 0.333 2.972 48.323
South Africa 0.434 3.113 (2.207) 12.679
0.096 0.161 0.177 7.149
Sudan 3.461 (1.584) (8.014) 235.321
0.726 0.906 1.959 24.831
Togo (0.102) (0.563) (0.639) 160.030
0.035 0.056 0.350 4.845
Tunisia 0.243 (0.080) 105.233
0.041 0.004 3.476
Zimbabwe 1.144 1.164 (2.110) 29.301
0.081 0.247 0.416 9.990
Rwanda 0.115 4.773 5971 (189.385)
0.079 0.290 0.622 23.234
Ivory Coast (0.031) 1.209 (2.200) (2.299) 80.454
0.012 0.065 0.279 0.266 4.906
CsS.P 0.60 0.81 0.58 0.82
C.S.P (GV 0.5€ 0.8C 0.5¢ 0.62

C.S.P.: Correct sign proportion
Standard errors below coefficients.



Table2

Markov Switching Model - Estimation results summary
Dependent variable: exchange rate misalignment

Auto- .
regressive Maximum
Countries Mean Constant part of probabilify Standard Deviation Factor Likelihood
Likelihood Function
(1) u2" B(1) B(2) a(1) o(2 o Ratio StatistifValue (MSM)
Austria 2.470 (1.809) 3.794 3.844 0.898 0.004 43.04 217.56
15.60 (3.20 8.82 8.67 38.91 57.12
Belgium 0.958 (3.179) 4.784 4.101 0.621 0.979 60.29 38.83
0.71 NaN 7.95 6.49 30.49 NaN
Denmark (0.323) (3.803) 4.297 2.97( 1.040 0.779 0.984 30.17 189.76
11.59 (1.42 9.33 6.4 14.23 (3.28 97.0%
Finland 9.747 (5.57Q) 4.177 5.380 1.531 0.985 91.99 450.59
54.12 (1.34 5.54 7.34 32.02 NaN
France 0.959 (3.429) 3.968 3.023 1.009 0.968 36.84 288.94
11.71 (2.26 8.87 6.30 27.67 83.10
Germany 0.581 (5.557) 5.415 2.54] 1.050 0.992 43.79 269.86
13.23 (1.15 10.41 3.63 46.07 NaN
Greece 1.877 (5.913) 5.323 4.059 1.116 0.959 53.0§ 305.73
4.17 (2.79 5.19 5.09 24.92 56.45
Ireland 0.287 (4.0794) 3.827 1.109 1.064 0.969 44.34 318.14
10.00 (2.47 9.89 1.19 25.98 83.20
Italy 6.201 (0.343) 1.253 4.421 1.105 0.963 68.34 302.43
14.81 (0.24 2.19 9.7( 29.39 73.67
Netherlands 3.006 (0.52q) 0.543 4.579 0.750 0.959 42.29 116.54
11.81 (0.60 0.80 9.52 29.58 66.23
Norway 2.306 (1.689) 3.536 3.43% 1.038 0.969 25.04 273.94
9.62 (0.94) 7.15 5.11 24.77 75.39
Portugal 1.267 (4.143) 4.117 2.543 1.319 0.956 31.5§ 391.60
11.31 (2.75 9.29 4.80 27.91 66.99
Spain 2.956 (3.51Q) 3.643 3.567 1.401 0.928 39.04 440.72
16.15 (2.88 8.29 10.84 28.42 40.35
Sweden 5.659 (4.730) 4.260 4.719 1.350 0.990 25.44 401.68
17.31 (0.73 6.80 7.84 30.61 NaN
Switzerland 2.322 (1.513) 3.906 1.839 1.179 0.984 11.24 343.43
8.23 (0.49 7.63 3.24 24.57 94.91
United Kingdon 5.507 (4.591) 4.346 4.672 1.653 0.958 44.09 495.76
12.91 (2.28 6.73 7.61 30.25 66.77
Argentina 44.264 (41.761) 5.733 6.242 5.758 0.990 68.39 993.49
15.43 (1.47 4.79 6.02 33.41 NaN
Bolivia 4.405 (58.201) 4.630 3.427 6.367 0.951 64.04 537.93
0.48 NaN 6.36 3.97 20.95 49.87
Brazil 11.714 (9.869 3.113 3.591] 4.883 0.959 51.59 1,035.08
14.03 (1.66 7.76 8.59 27.82 68.56
Canada 1.223 (1.063) 2.877 2.507 0.800 0.975 (2.89 209.94
9.31 (0.7Q) 5.89 5.89 18.74 89.83
Chile 6.436 (46.133) 5.256 4.709 3.507 0.990 161.4% 838.13
25.57 (2.71 7.10 5.44 30.32 NaN
Colombia 2.784 (11.08Q) 4.824 3.587 1.255 0.985 152.31 371.05
26.74 (2.87 8.20 6.44 30.63 NaN
Costa Rica 18.223 (0.699 (0.004) 5.030 2.388 0.953 105.49 662.18
18.39 (0.29 - 8.69 30.27 66.54
Ecuador 8.877 (9.289) 4.204 3.98(0 2.430 0.972 35.19 351.89
14.84 (1.66 5.64 6.43 21.71 57.86
El Salvador 15.805 (8.158 4.537 5.311 2.513 2.514 0.983 81.87 682.60
15.3( (1.24) 5.5 7.2t 25.4C 0.01 NaN
Guatemala 165.401 107.819 5.907 6.280 2.186 1.001 197.0§ 606.59
26.92 0.28 4.60 5.4 30.83 NaN
Haiti 21.538 (4.04Q 2.368 5.201] 3.302 0.973 70.69 659.86
15.24 (0.65 3.28 7.24 27.03 72.98
Honduras 73.347 18.274 5.702 6.320 2.924 1.007 118.4% 742.37
19.27 0.64 4.16 5.74 32.09 NaN
Jamaica 12.037 (10.823) 4.446 6.074 1.875 4.45( 0.98( 143.93 626.84
11.9¢ (1.78 5.0 6.0 26.6¢ 7.81 89.1¢




Table2

Markov Switching Model - Estimation results summary
Dependent variable: exchange rate misalignment

Auto- .
regressive Maximum
Countries Mean Constant part of probabilify Standard Deviation Factor Likelihood
Likelihood Function
u(1) ue® B(Y) B(2) o) o o |Ratio StatistifValue (MSM)
Mexico 12.113 (12.714 1.387 5.018 2.186 18.054 0.980y 280.97 655.58
19.65 (1.64 2.16 8.71 30.04 4.84 NaN
Paraguay 4.062 (3.224 1.944 4.133 2.275 8.957 0.964 159.17 732.51
4.58 (1.09 3.40 9.36 26.64 5.6 73.09
Peru 71.672 (5.004 1.241 4.614 13.153 0.947 65.00Q 1,266.30
12.01 (0.42 2.05 8.69 27.09 58.86
Trinidad Tobago (5.817) (20.03Q) 3.851 4.420 2.030 0.995 39.04 600.28
18.40 (0.75 7.13 8.65 29.94 NaN
United States 3.637 (1.323 1.762 3.739 1.691 0.981 25.44 530.27
8.86 (0.32 3.74 8.73 25.76 NaN
Uruguay 25.193 (13.363 2.979 3.844 5.163 0.958 11.24 913.19
25.04 (2.15 7.23 9.30 28.25 65.42
Venezuela 18.769 (6.563 2.835 4.120 3.659 0.946 44.08 558.71
17.03 (1.47 4.37 8.02 23.66 40.81
Australia 6.105 (0.583 1.104 3.807 1.647 0.953 42.77 497.70
13.61 (0.35 2.33 10.5@ 26.99 62.54
Indonesia (2.054) (10.752) 3.804 3.734 1.887 0.994 34.24 433.99
8.46 (0.62 6.62 5.76 23.37 NaN
New Zealand (8.938) (22.249) 4.125 3.908 1.987 0.994 90.83 576.75
13.45 (0.98 8.70 6.34 29.69 NaN
Papua New Guinea 2.705 (2.337 2.750 3.104 1.203 0.956 30.20 276.90
15.93 (1.47] 7.33 7.8] 24.79 57.61
Bahrain 14.019 (1.004 2.644 5.352 1.248 0.963 4.57 164.51
16.74 (0.42 2.70 5.22 NaN 50.23
Bangladesh 6.399 (13.191) 1.920 5.669 2.263 0.761 (94.84 541.51
19.59 NaN 1.92 5.66 2.26 0.76
Hong Kong (27.934) (36.302 4.768 4,551 1.630 0.997 5.80) 334.50
8.38 (0.34 6.11 5.2] 24.78 96.88
India 11.648 (2.301) 3.112 4.562 1.956 0.964 49.99 283.22
13.74 (0.62 4.58 6.25 20.68 50.93
Israel 10.461 (1.953 2.638 4.373 2.207 0.962 55.26 513.87
14.04 (0.64 4.85 8.53 26.47 65.91
Japan 2.356 (3.281 3.744 2.637 1.763 0.976 12.54 509.50
8.77 (0.91 8.26 4.64 25.22 89.55
Jordan 0.118 (3.984 3.738 (0.177 1.141 0.938 16.90 172.04
9.93 (3.05 8.03 (0.25 20.52 40.33
Korea 21.590 (4.661) 3.932 4.729 2.611 0.972 119.84 649.22
22.08 (1.02 6.19 7.96 29.28 85.15
Kuwait 0.279 (4.823 4.174 2.097 1.718 1.139 0.939 18.12 175.59
8.44 (3.40 7.17 3.17 7.02 (2.29 38.81)
Malaysia (2.424) (6.082 3.942 2.758 0.797 0.990 39.77 176.30
14.86 (1.30 10.17 6.19 29.53 NaN
Nepal 5.533 (1.114 1.635 3.879 2.079 0.941 0.40; 384.44
8.06 (0.53 2.37 7.79 22.39 45.96
Pakistan 2.483 (0.579 1.721 2.903 1.392 0.894 (0.74] 218.98
5.49 (0.56 2.26 3.83 12.42 27.52
Philiphines 17.954 (2.129 3.015 4.631 2.960 0.954 36.79 772.61
16.80 (0.69 4.84 9.19 30.24 69.89
Saudi Arabia (1.620) (6.499 4.361 1.653 1.294 0.987 .71 191.50
7.2C (0.93 6.5¢ 2.2C 19.6¢ 88.81
Singapore 1.053 (1.4889 4.857 4.173 0.922 0.952 (0.02) 86.28
1.76 (0.57 4.19 2.59 16.97 37.79
Sri Lanka 14.405 (10.407 5.863 5.083 1.896 0.986 50.24 531.93
31.75 (1.92 6.18 6.21) 36.65 NaN
Thailand 1.855 (3.704 3.527 3.565 1.323 0.964 27.04 402.56
11.87 (1.68 6.25 5.98 27.09 62.52
Turkey 6.089 (12.509 4.017 4.103 2.867 0.987 54.24 588.11
15.1% (0.99] 6.3z 7.7C 26.5¢ 92.1€
Algeria 15.101 (11.900 3.331 4.432 3.545 0.981 69.19 553.17
16.79 (1.03 5.08 7.54 24.49 75.05
Burkina Faso 52.445 (0.162 (13.027) 5.994 4.270 0.945 99.15 791.53
17.1¢ (0.04] (9.96' 5.95 28.2¢ 58.1¢




Table2

Markov Saitching Modd - Estimation results summary
Dependent variable: exchange rate misalignment

Auto- .
regressive Maximum
Countries Mean Constant part of probabilify ~ Standard Deviation| ~ Factor Likelihood
Likelihood |  Function
(1) " B e oy 99T o |Ratio Statistifvalue (MSM)
Burundi 4.724 (4.263) 3.177 3.45( 2.802 1.89 0.979 16.14 446.51
18.30 (1.03) 10.16 17.2( 56.51 (7.39 93.21
Cameroon 53.602 1.324 (10.555) 5.913 3.435 0.974 82.44 704.96
21.22 0.2 (1.74) 5.99 27.26 79.77
Central Africa 0.161 (5.07Q) 3.422 4.034 (0.872) (1.19qG 0.98( 600.0] 205.74
14.34 (1.87 7.09 7.79 NaN 25 98.14
Zaire 29.988 (8.967) 4.225 4.107 3.613 7.0671 0.964 102.4 845.74
21.01 (1.39) 6.96 7.9 20.74 8.24 71.98
Congo 46.880 (0.249) (15.706) 6.004 3.223 0.901 124.1% 686.81
20.21 (0.1d) (0.01) 6.13 29.72 42.27
Egypt 41.089 (10.911) 3.865 4558 5.002 0.971 14441  1,017.00
25.10 (1.39 6.76 8.9(¢ 30.39 92.02
Ethiopia 30.214 (64.649) 5428 6.161 3.866 0.996 168.8 739.21
24.39 0.73 3.81 5.5] 28.03 NaN
Gabon 83.807 (12.333) 3.864 6.021 2.643 0.989 269.51 562.09
34.96 (0.63) 1.66 5.89 27.46 62.98
Ghana 7.116 (20.700) 3.770 4.33( 3.320 0.988 18.17 765.44
22.15 (1.24) 7.09 8.39 29.36 NaN
Kenya 0.887 (11.593) 4.79 1.394 2.567 0.911 30.71 558.72
10.22 (6.05 8.06 2.09 26.16 41.07
Liberia 2.942 (0.913) 2.351 3.221 1.473 2.179 0.95] 0.44 203.37
4.20 (0.30) 2.18 4.63 10.24 2.4 37.74
Madagascar 26.861 (8.460) 3.864 5.293 2.848 0.983 (0.74 665.74
21.20 (1.0Q) 4.45 7.42 28.93 NaN
Malawi 32.006 (13.097) 4.967 5.594 5.709 0.968 36.79 515.65
7.67 (1.08) 3.56 4.91 21.35 55.24
Morocco 1.304 (6.149) 4.136 5.2117 1.001 0.992 33.89 256.95
14.86 (0.95 6.41 7.2 30.66 NaN
Niger 65.839 (8.983) 1883 5.80% 4710 1111 ©.04 767.41
74.79 (8.21 1.94 5.9( 8.62 91.71
Nigeria 29.865 (8.964) 4.246 5.477 4.054 0.989 50.24 828.80
1.29 NaN 0.02 6.91 34.78 NaN
Senegal 115.507 31.179 5.269 6.104 2.917 1.006 27.04 590.11
28.93 0.65 3.52 5.44 27.99 NaN
Sierra Leone 2.990 (46.582) 4.018 2.841 7.923 0.921 54.24 327.60
10.44 (6.49 9.52 3.74 15.83 31.86
South Africa 16.720 0.097 1.286 4.73( 1.922 0.962 69.19 568.83
25.61 0.09 1.99 11.43 31.29 78.08
Sudan 64.618 (6.699) 1.256 3.341] 15.207 0.893 17.89 318.41
9.71 0.49 1.13 5.59 13.47 18.64
Togo 297.748 218.28] 5.241 6.034 2.474 1.001 222.9] 495.20
3172 0.17 3.61 5.49 26.17 NaN
Tunisia 1.861 (0.907) 3.537 4.534 1.850 0.650 (47.08) 106.75
279 0.99) 3.54 45 213 0.79
Zimbabwe 31.525 10.48] 0.785 4.081 4.415 0.981 37.09 524.77
11.28 0.64 112 8.64 22.13 53.27
Rwanda 149.542 (1.524 1.369 5.614 9.064 0.908 619.29 752.81
22.75 (0.29) 1.24 5.61 23.25 34.78
Ivory Coast 119.985 35.884 5.365 6.337 2.783 1.004 231.19 719.16
29.9 0.61 3.5% 5.7¢ 30.5: NaN

Asymptotic t-ratios below coefficients.
(*) These are the t-ratios of the difference betvthermean of the two regimes.

(**) These are the t-ratios of the difference betvibenstandard deviation of the two regimes.



Table3

Markov Switching Model - Estimation results summary

Dependent variable: exchange rate misalignment

Goldfajn e Valdes (1999)
Countries Transition Probabilities Methodology Markov Switching Model
Number/Average Duration Number/Average Duration
pll p2Z] Depreciation Appreciation Depreciation Appreciationl
Austria 0.9780 0.9790 - - 7 8
24 25
Belgium 0.9917 0.9837 - - 3 2
107 64
Denmark 0.9866 0.9512 - - 4 2
87 34
Finland 0.9849 0.9944 2 - 1 -
30 374
France 0.9814 0.9586 - - 7 5
46 17
Germany 0.9956 0.9270 1 - 3 3
44 109 27
Greece 0.9951 0.9830 - ] 2 2
16 175 51
Ireland 0.9787 0.7519 - - 8 3
51 4
Italy 0.7779 0.988]L 1 - 4 4
4 3 106
Netherlands 0.6325 0.98b8 - - 1 4
6 97
Norway 0.9717 0.9647 - - 8 4
24 25
Portugal 0.9840 0.9271 - - 6 4
55 12
Spain 0.9745 0.9734 - - 4 3
92 18
Sweden 0.9861 0.9912 1 4 - -
112 11
Switzerland 0.9803 0.86%9 - ] 10 5
15 33 6
United Kingdon 0.9872 0.9907 1 - 2 7
5 91 30
Argentina 0.9968 0.9941 6 1 2 5
24 14 95 17
Bolivia 0.9903 0.968p 5 k 1 1
5 [i 209 10
Brazil 0.9574 0.973p 6 6 4
19 24 30 34
Canada 0.9467 0.92417 - - 16 9
13 8
Chile 0.9948 0.9910 4 4 -
8 14 104
Colombia 0.9920 0.9749 3 4 2 1
40 54 189 86
Costa Rica 0.4990 0.99B5 3 4 4 4
22 g 10 103
Ecuador 0.9853 0.9817 4 3 1 -
9 3 108
El Salvador 0.9894 0.99%1 2 2 -
56 25 11C
Guatemala 0.9973 0.99B1 2 4 1 4
36 2 150 22
Haiti 0.9144 0.994p 2 2 2
32 1 11 176
Honduras 0.9967 0.9982 1 1 2
61 27 105 176
Jamaica 0.9884 0.99y7 5 7 6
19 18 22 45




Table3

Markov Switching Model - Estimation results summary

Dependent variable: exchange rate misalignment

Goldfajn e Valdes (1999)
Countries Transition Probabilities Methodology Markov Switching Model
Number/Average Duration Number/Average Duration
pll p2Z] Depreciation Appreciation Depreciation Appreciation
Mexico 0.8001 0.993¢ 5 E 5 7
23 2( 12 55
Paraguay 0.8748 0.9842 6 q 5 9
15 17 3 43
Peru 0.7757 0.99q2 9 1 3 5
12 13 14 66
Trinidad Tobago 0.9792 0.9881 2 3 2 1
58 1 129 113
United States 0.8535 0.97p8 3 7 5 11
14 29 5 33
Uruguay 0.9516 0.9790 11 g 5 5
12 23 38 36
Venezuela 0.9445 0.9840 5 4 4 1
8 1 38 123
Australia 0.7511 0.9743 1 - 8 8
23 4 46
Indonesia 0.9782 0.97¢7 1 3 1 -
113 47 205
New Zealand 0.9841 0.9803 1 7 3 5
11 27 65 30
Papua New Guinea 0.9399 0.9871 1 - 5 7
9 24 16
Bahrain 0.9336 0.9943 1 - - 1
17 197
Bangladesh 0.8721 0.99p5 1 3 1 1
10 1] 267 22
Hong Kong 0.9916 0.9896 2 7 1 1
31 39 192 115
India 0.9574 0.989f7 1 - 1 1
14 55 168
Israel 0.9333 0.9875 2 P 5 4
19 1 19 60
Japan 0.9769 0.93%2 4 7 9 6
8 19 27 12
Jordan 0.9768 0.45%9 - - 9 2
22 2
Korea 0.9808 0.991)2 3 1 2 1
19 19 193 18
Kuwait 0.9848 0.890p - - 4 2
45 13
Malaysia 0.9810 0.94(3 1 ] 4 4
14 g 87 14
Nepal 0.8369 0.9797 2 4 3 8
9 g 9 25
Pakistan 0.8482 0.9480 - - 3 15
2 8
Philiphines 0.9533 0.99(3 4 ] 2 2
19 33 106 108
Saudi Arabia 0.9874 0.8392 1 ] 2 1
19 21 105 13
Singapore 0.9923 0.9848 - - 5 -
16
Sri Lanka 0.9972 0.9938 3 P 1 -
64 8 241
Thailand 0.9714 0.9735 2 - 4 8
22 48 15
Turkey 0.9823 0.9837 3 g 4 -
35 11 46
Algeria 0.9655 0.988B 2 1 2 2
17 1 44 96
Burkina Faso 0.0000 0.99f5 5 3 1 1
18 15 3 39€




Table3

Markov Sitching Modd - Estimation results summary

Dependent variable: exchange rate misalignment

Goldfajn e Valdes (1999)
Countries Transition Probabilities Methodology Markov Switching Model
Number/Average Duration Number/Average Duration
pll p22 Depreciation  Appreciation Depreciation  Appreciation
Burundi 0.9600 0.9692 4 | 5 5
5 16 30 20
Cameroon 0.0000 0.9973 1 1 1
60 7 4 364
Central Africa 0.9684 0.98%7 2 - 3 4
13 40 53
Zaire 0.9856 0.9838 10 ] 4 4
20 1 55 38
Congo 0.0000 0.9915 2 1 1
11 2 401
Egypt 0.9795 0.9896 5 1 -
38 6 239
Ethiopia 0.9956 0.9979 3 1 4
28 4 74 22
Gabon 0.9795 0.99Y6 2 1 -
12 2 5
Ghana 0.9775 0.98f0 9 2 3
12 1 118 54
Kenya 0.9918 0.8012 3 3 1
5 119 6
Liberia 0.9130 0.9616 - - 3 6
3 14
Madagascar 0.9795 0.9950 3 | 1 -
34 3 137
Malawi 0.9931 0.9963 4 | 1 5
8 50 26
Morocco 0.9843 0.9946 1 1 6
94 1 141 50
Niger 0.8680 0.9913 4 1 -
25 5 59
Nigeria 0.9859 0.9948 2 | 2 2
76 36 48 176
Senegal 0.9949 0.9918 2 1 -
19 2 59
Sierra Leone 0.9823 0.9448 4 1 1
10 14 96 21
South Africa 0.7835 0.9913 4 4 4
6 14 4 109
Sudan 0.7784 0.9658 4 4 2
7 10 18
Togo 0.9947 0.9916 1 | 1 2
60 1 59 103
Tunisia 0.9717 0.9894 - - 1 2
21 43
Zimbabwe 0.6868 0.9885 3 4 3
8 1p 2 78
Rwanda 0.7972 0.99p4 5 1 1
14 2 4 268
Ivory Coast 0.9953 0.9982 4 1 2
f 1€ 1C 5¢ 191

Average episode duration below number of episodes

Appendix I



RER Normalized Misalignment -Austria Filtered Probability (Deprec)-Austria
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RER Normalized Misalignment -Belgium

Filtered Probability (Deprec)-Belgium
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