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Abstract

In this paper we look at the evidence regarding innovation and R&D expenditures of Argentina firms obtained from a recent survey conducted by INDEC-CEPAL. We employ this data set to test some simple hypotheses regarding the determinants of R&D decisions at the firm level. Clear-cut predictions come from the Schumpeterian tradition in which innovation efforts are positively associated with firm size and market share. We find that both variables are significant and positive and this result is robust to different econometric techniques, different sampling, and also survives when we include industry characteristics and sector dummies.  We also investigate the effect on R&D investment of different industry level features like concentration and the degree of competition with respect to foreign suppliers (tariffs). We found that concentration negatively affects incentives to perform R&D activities. We also find firms operating in industry sectors facing lower tariffs, other factors constant, spend more on R&D. Finally we evaluate the impact of a public sector program aiming at fostering R&D activities in the private sector. We obtain that the government program has no incremental effect on R&D decisions taken by enterprises that already have a pro-innovation attitude.

1. Introduction.

There is a vast theoretical and empirical literature that has singled out technological innovation as a key source of growth in productivity and in income per capita. From this evidence, comes a strong demand for understanding what are the determinants of technological progress and how countries can foster this process via public policies. In response to these demands there are some recent studies that have empirically investigated the determinants of innovative activities (IA) across countries (Varsakelis (2001), Lederman and Maloney (2003)). There are also efforts to investigate this relationship at the firm level for developed economies (Cohen and Levinthal (1990), Cohen and Levin (1989), Griffith et al (2003)). Still there are very few studies that analyze the determinants of technological progress for developing countries using firm level data
.  

The purpose of this study is to partially fill this gap looking at the magnitude and determinants of technological innovation made by Argentine firms. We will use a recent data set collected by CEPAL and INDEC to quantify the magnitude of innovation expenditures during the 1992-2001 period and we will also provide a micro-econometric analysis of its determinants. In particular, we will estimate the impact of firm size and market share, market conditions, trade regime and public programs aiming at fostering R&D investment by the private sector.

The rest of the paper is organized as follows. In section 2 we describe the main features of the survey and present some results regarding expenditure decisions and other variables characterizing innovation activities taken by Argentine firms during the 1992-2001. In Section 3 we discuss the main hypothesis that the theoretical literature has raised for explaining firms decisions on technological investment. This discussion serves as a motivation for the empirical analysis we perform in section 4. Section 5 concludes.

2. Innovation activities performed by Argentine firms: some aggregate indicators.  

In this section we want to briefly summarize some of the principal findings of the technology study conducted by CEPAL and INDEC
. The information was collected in two surveys. The first covers the 1992-1996 period while the second collects information between 1998 and 2001. Following international practice (see appendix A for the details) the questionnaire defines innovation activities assuming both and “input” and an “output” view. Within the first approach, the questionnaire ask firms to indicate how much resources are spend in the following activities: (i) R&D (internal and external), (ii) purchase of capital goods; (iii) hardware; (iv) software; (v) licensing of a new technology; (vi) industry and engineering design, (vii) new management techniques; (viii) training; (ix) consulting services. The sum of all previous items will be called total expenditures in innovation activities (TEIA), the sum of items (iii) to (iv) is some time referred to as “embodied” technological knowledge, while items (iv) to (ix) constitute “disembodied” technological investments. As we see the survey uses an ample definition of what constitutes innovation. This is important given that, as we will show below, in Argentina (as in most developing countries) innovation efforts are in a very small proportion implemented through narrowly defined R&D. 

In terms of output indicators, the survey collects information on patents and also asks firms for the final application of the technological investment. That is, if an innovation activity aims at improving: (i) product; (ii) production process; (iii) organizational/management changes or (iv) commercialization/marketing. 

 Table 1 reports the behavior of some of the main variables (summing across all firms) including total expenditures in innovation (TEIA) and other firm level indicators. We observe that TEIA grew almost 58% between 1992 and 1996 reaching a value of 1766 millions of current pesos/dollars in the last year. Between 1998 and 2001, and for the sample of firms integrating the second sample we observe a decline in the absolute value of TEIA. Surely the strong downward movement suffered by the Argentine economy in this period is in part responsible for this dynamics. In terms of percentage of total sales, TEIA is maintained relative constant during both periods suggesting that the financing of IA is related in part to current income. The exposure of the firms of the sample to international trade flows is significant both from the export and import side. Regarding export performance, we observe an increase in the export share between the extreme years in both samples. On the other hand, import penetration raised between 1992 and 1996 and decline between 1998 and 2001.

[image: image1.wmf]Table 10. Difference in Difference Regression

Dependent variable: R&D per employee

Explanatory variable

2001-1992

96-92

96-93

96-94

96-95

FONTAR

23.45

16.71

-199.5*

-224.28

-257.47

(16.45)

(28.02)

(105.2)

(166.08)

(170.72)

Treatment

31.53**

36.29*

374.12***

397.62***

430.05***

(13.54)

(19.81)

(74.43)

(117.41)

(120.69)

constant

10.67***

11.37***

30.77***

44.76***

49.73***

(3.58)

(1.60)

(6.17)

(9.61)

(9.77)

Year Dummies

Yes

Yes

Yes

Yes

Yes

Obs

8379

2877

550

564

577

F

9.74

7.39

10.65

5.42

6.12


Table 2 describes the composition of expenditures in innovation activities across major categories for selected years. The main source of technology innovation is the purchase of capital goods. For example, in 1996, a total amount of 977 millions of pesos/dollars of capital good investment was associated with the introduction of new goods and/or new productive processes (2.35% of firm sales). This represents 58% of the TEIA done by the sample of firms in that year and also it was equivalent to 45% of total capital good investment realized by these establishments (not shown in the table). Thus, this evidence suggests that indeed capital good purchases are associated in a large proportion with technological upgrades. A second mayor expenditure category in IA is the purchase of licenses representing 201 millions pesos/dollars in 1996 (12 % of the TEIA and 0.34% of firm sales). I&D, which comprises the more narrow definition of IA, comes in second place in 2001, third place in 1992 and 1998, while it is fifth in 1996. For year 2001 expenditures in R&D reached 110 millions (0.26% of total firm sales) gaining a significant share within TEIA (17%). The amount spent in 2001 on this IA item is significantly larger compared to previous years. This evidence suggests that firms have substituted purchases of foreign technology via licensing (and may be capital goods) by engaging more actively in R&D activities.
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Innovation indicators

    1st Survey(1639 firms)

    2nd Survey(1668 firms)

1992

1996

1998

2001

Total expenditure in innovation activities (TEIA)

1,435,067

1,766,429

867,234

754,104

TEIA as % of total sales

2.97

3.7

2.12

1.68

Total employment

355,199

350,414

260,795

253,852

Employment in IA/ total employment (%)

1.18

1.4

1.4

1.56

Exports as % of total sales

12.72

17.98

15.25

18.48

Imports as % of total sales

13.5

16.23

16.12

14.24

Investments as % of total sales

7.13

8.22

10.16

5.59

Source: CEPAL, INDEC, SeCyT (1998), (2003)



It could be interesting to know whether there is an important variation across industry sectors in terms of IA decisions. Table 3 below shows the information for year 1998 and 2001.  For total innovation expenditures in year 1998, the industries that spent the most were Chemicals, Plastics, Paper, Non Metal Mineral and Motor Vehicles. This ranking is not necessary the same when we consider R&D. Chemicals does belong to the group of top sectors (spends .49% of total sales), but we have also other industries that were not important in terms of the TEIA/sales ratios, like Computer Equipment, Medical Apparatus, Wood and Audio, Video and Telecommunication Equipment. 

[image: image3.wmf]Table 4. R&D Determinants: Firm level indicators and industry characteristics. OLS 

Dependent variable: R&D expenditure by employee  

Explanatory variable 

1

2

3

4

5

6

7

8

Employees

0.00172

0.00071

0.0011

-0.00014

0.00091

-0.00007

0.00008

-0.00058

(0.00643)

(0.00657)

(0.00642)

(0.00656)

(0.00659)

(0.0068)

(0.00385)

(0.00394)

Market Share

0.2565

0.2486

0.4545**

0.4115**

0.4645**

0.4086**

0.6283***

0.5538***

(0.1821)

(0.1826)

(0.1852)

(0.1851)

(0.1903)

(0.1904)

(0.1289)

(0.1275)

Concentration

-76.4060***

-79.3085***

-76.5776***

-80.7109***

-56.5335***

-53.7017***

(13.7129)

(15.5807)

(14.203)

(16.0871)

(8.384)

(9.3329)

Average Tariff

-38.8252

93.3324

-49.4381

45.3845

(55.7193)

(62.0237)

(32.9013)

(36.1951)

FONTAR

46.1527***

37.8461***

(12.0461)

(11.8933)

Observations

7576

7576

7576

7576

7304

7304

6510

6510

Year Effects

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Sector Fixed Effects

No

Yes

No

Yes

No

Yes

No

Yes

Standard errors in parentheses* significant at 10%; ** significant at 5%; *** significant at 1%

Table 5. R&D Determinants: Firm level indicators and industry characteristics. OLS: Balanced Panel 

Dependent variable: R&D expenditure by employee  

Explanatory variable 

1

2

3

4

5

6

7

8

Employees

-0.00067

-0.00067

-0.00171

-0.00171

-0.00327

-0.00327

-0.00564

-0.00564

(0.00516)

(0.00516)

(0.00515)

(0.00515)

(0.00539)

(0.00539)

(0.00593)

(0.00593)

Market Share

0.1141

0.1141

0.2501*

0.2501*

0.2570*

0.2570*

0.2621*

0.2621*

(80.1328)

(0.1328)

(0.1348)

(0.1348)

(0.1384)

(0.1384)

(0.1526)

(0.1526)

Concentration

-60.4193***

-60.4193***

-59.9835***

-59.9835***

-62.7299***

-62.7299***

(11.5302)

(11.5302)

(11.9353)

(11.9353)

(13.092)

(13.092)

Average Tariff

-8.6596

-8.6596

-34.4794

-34.4794

(48.5705)

(48.5705)

(53.8818)

(53.8818)

FONTAR

53.4283***

53.4283***

(13.7659)

(13.7659)

Observations

3804

3804

3804

3804

3666

3666

3210

3210

Year Effects

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Sector Fixed Effects

No

Yes

No

Yes

No

Yes

No

Yes

Standard errors in parentheses* significant at 10%; ** significant at 5%; *** significant at 1%


A final remark regarding the innovation performance of firms in Argentina refers to the number of patens obtained. For the 1992-1996 period, out of 1533 firms, 90 reported they had obtained at least one patent (413 in total). For the 1998-2001 period, 98 enterprises declared they had done some patent activity, being the total amount of patents equal to 317.

3. Conceptual framework.

What determines the decision of a firm to engage in innovation activities? In this section we provide a very simple conceptual framework to understand this decision problem in order to motivate the empirical exercise we perform in section 4. In discussing the theoretical arguments behind innovation efforts we will distinguish between those determinants identified at the firm level and those that vary across industries. The first approach has been associated with the Schumpeter tradition while industry characteristics has been suggested by the more recent literature. 

3.1 Firm level determinants: size and market share.

Most of the empirical analyses that have used firm level data have concentrated in testing the so called Schumpeterian tradition (Schumpeter (1942)). This can be resumed in two hypotheses (Cohen and Levin (1989): (i) innovation increases with firm size; (ii) innovation increases with market concentration. 

Several arguments have been advanced to justify the positive relationship between innovation activity and size. One is that, in presence of imperfect capital markets, large firms are better equipped to provide collateral (more stable and larger flow of sales) to secure financing for otherwise very risky R&D investment. A second argument is that there are economies of scale in technological innovation activities, thus returns to innovation raises with the size of production to which the innovation is going to be applied. A related argument is that in the presence of large fixed cost produced by technological development, R&D returns raises when these cost spread over a larger amount of sales. 

The justification for a positive association between innovation efforts and concentration has been framed in terms of “ex-post” and “ex-ante” market power (Cohen and Levin (1989)).  By ex-post market power it is understood the Schumpeter idea that firms incentives to invent are driven by expectations of future market power which will justify the current investment in R&D. This is the principle behind the justification of patent laws. Notice that this expectation of ex-post market power need no be related to current level of market concentration. Actually, some models have suggested that the ex-post market power hypothesis has an implication for a positive association between innovation and market competition. This is because at the margin an innovation can produce larger gains (in market shares and profits) in an already very competitive environment (see Arrow (1962)). We can extend this reasoning for the case of an open economy context. As trade liberalization and exposure to foreign markets makes the domestic market more competitive, we could expect that this will increase firm’s incentives to pursue innovation. 

On the other hand, ex-ante market power implies that firms that currently enjoy monopolistic power will have greater incentives to engage in technological initiatives given the reduced uncertainty regarding rival firm behavior, which in turn makes future sales more predictable and stable. In addition, the above-normal profits would provide the financing for R&D expenditures in case of distortions in financial markets. 

Thus theory provides a rather ambiguous prediction regarding current market power and innovation. The positive association coming from ex-ante concentration could collide with incentives coming from ex-post gains in market power, which are larger when the market is already very competitive. 

3.2 Industry characteristics.

More recent research have emphasized that an important part of the variability in R&D across firms is actually explained by across industry variation. This was shown by the important explanatory power that industry dummies have when included in the regressions and how the inclusion of these variables reduced the statistical significance of other firm level indicators like concentration.  Thus research efforts were directed to try to identify the industry characteristics that are most relevant. The resulting debate can be summarized in terms of three factors: industry demand (“demand pull”), industry technology opportunities (“technology-push”) and appropriability conditions (Cohen and Levin (1989)).

Demand factors, represented by the size of the market or its rate of growth, would affect incentives to invest in R&D because the cost of R&D required to improve a production process or introduce a new product is in general independent of the level of output once the innovation is made. Thus a large market (or the greater its expected rate of growth) would make the benefits of innovation more significant. Thus, other factors constant, industries facing greater and dynamic demand would invest greater resources in technology.

Technology opportunities refer to the fact that certain industries face lower cost of innovation compared to others. This in turn could be explained by differences in the exogenous (from the point of view of the industry) developments in the underlying technological knowledge used in each sector. In practice the evaluation of the impact of this opportunity factor (or technology push indicator) has been done using industry dummies for specific sectors (chemical, electrical, mechanical) or indicators of closeness of industries to science or the sources of extra-industry knowledge (Cohen and Levinthal (1988).  

Finally, an important factor affecting firm incentives to invest in innovation is the degree of appropriability, meaning to what extend technological developments that imply new production processes or new product quality cannot be copied or imitated at low cost . Of course the recognition that this could be a serious problem undermining incentives to technology development is what has pushed patent legislation. Still it has been shown (Mansfield (1986)) that industries differ in term how valuable are patents in effectively protecting copying and imitations. Only in the pharmaceutical and chemical sectors patents emerge as an effective instrument. In other industries, investment in complementary assets such as marketing and customer services can facilitate appropiation when neither strong patents nor technical barriers to imitation are present (Cohen and Levin (1989)). 

In summary, we recognize that market demand behavior, technology opportunities and appropiabilty conditions vary across industry sectors, which in turn would tend to affect incentives of individual firms to make R&D investments. Now, as it will be clear in the next section, in many cases we will be not able to find good proxies for these variables. Still, the above discussion suggests that some type of control, at least industry dummies, have to be incorporated if want to avoid biased results. 

4. Empirical analysis. 

In this section we present the results we obtain from the regression analysis in which we try to empirically identify the impact of various factors on firm’s innovation expenditures. As suggested by the theoretical analysis summarized in the previous section the decision to invest in technology is affected by variables defined at the firm level and also by industry characteristics. Within the first set of variables we will evaluate the effect of size and market power. Regarding industry characteristics we will employ a indicator of concentration calculated at the market level, and tariffs, defined at the 4 digit of ISIC. Finally we will evaluate the impact of a public program aimed at fostering R&D expenditures of firms called FONTAR. Before describing the empirical results we briefly present the data set we use and the precise definition of the variables. 

4.1 Definition of variables and the data set.

To perform the statistical analysis we have constructed a panel linking the two surveys. Thus we have annual data on innovation expenditures by firm for years 1992-2001 with the exception of year 1997, which was not covered by any of the two questonaires. The coverage of some firm’s characteristics (employment, sales) was limited so we completed this information using the annual industry survey. In the exercises we present below the dependent variable is defined as R&D expenditure per employee. We have chosen to work with this more restricted definition of innovation because of two reasons. First some of the hypotheses described above are applied to this concept of innovation. This is clear for the idea that R&D is subject to economies of scale or that it implies large fixed costs. This is less justifiable for the case of technology licensing, or firm expenditures in software and training
. Second, and perhaps more important, we want to compare our results with others estimations applied to developed and developing countries. In many of these cases the depended variable has been defined as R&D expenditure per employee
.

A key characteristic of our data set is that the dependent variable takes a zero value for many observations reflecting the case of firms that do not engage in R&D activities. Not considering these observations will of course bias our results so we include all of them in the regressions. Still an OLS estimation will in general provide a poor fit given the significant non-linear behavior introduced by this feature. Thus, in addition to OLS we will also provide Probit and Tobit estimations
.  

Market share is defined as firm sales over production value at the corresponding 4-digit ISIC sector. It has a mean value of 0.05. Concentration is in turn defined as the sum of production of the largest 4 firms over total sales in each 4-digit ISIC industry. Tariffs are a simple average of 6-digit tariff within each 4-digit ISIC (it includes tariff equivalent of specific duties). Finally we include a variable called FONTAR which is a National program aimed at financing (on a very soft terms) R&D investment by participating firms. This variable takes the value of 1 if the firm is included in the program. More information about this scheme will be presented in subsection 4.3 when we evaluate the impact of this policy using a DIF in DIF methodology. 

4.2 Econometric results: pooled regressions. 

In Table 5 and 6 we present the results of the OLS estimation pooling observations across time and firms.  In Table 5 we use all the available data points and in Table 6 we present the estimations using a balanced panel, that is, including those time series observation for firma that appear in all years.  We add year effects in all regressions and we show how the results change when we include 2-digit industry dummies. Columns 1 and 2 test the original “Schumpeter” hypothesis that associates R&D expenditures with firm size and market power. In the other columns we add one by one industry characteristics and the public policy variable FONTAR. 

We see that the simple “Schumpeterian” model performs rather badly in the estimations. Neither total employees nor market share is a significant variable in the explanation of R&D expenditures per employee. The introduction of industry characteristics like concentration makes the model to perform a little better. Now we find a positive and significant coefficient for market share and a negative and significant one for concentration. 

Notice that this results needs not imply an inconsistency in terms of identifying the key forces explaining R&D decisions. Market share is defined at the firm level and as explained in section 3 its positive sign may be justified because of capital markets imperfections and economies of scale in R&D applications. Not necessary this variable implies actual market power (in the sense of affecting market prices), especially if we consider a small open economy like Argentina. When we measure the level of concentration at the industry level, we do find that this variable is negative and significant. Thus, this finding implies that firms operating in more concentrated markets spend on average less in R&D. This suggest that ex-ante competitive markets are a positive factor in fostering technology upgrades, a result that contradicts some simple interpretations of the Shumpeterian framework. 

On the other hand, while less concentrated markets are important for R&D, this is not the case apparently with foreign competition as measured by the level of tariffs. This variable is not significant in any of the regressions applying OLS. We will see whether this result changes when running non-linear specifications. 

Finally we want to comment on the strongly positive and significant coefficient we find for the FONTAR variable.   This implies that public programs offering soft credits can potentially have an important impact fostering private sector decisions to undertake risky R&D investments.  We differ to the next subsection a final conclusion on this issue when we apply a DIF in DIF methodology to evaluate the effect of this policy. Here we only say that the above estimation as well as those presented below can be subject to an endogeneity bias. That is, firms that for other reasons have decided to invest in R&D, would at the same time apply for the government program. 

[image: image4.wmf]Table 6. R&D Determinants: Firm level indicators and industry characteristics. Probit 

Dependent variable: 1 if R&D expenditure by employee >0 

Explanatory variable 

1

2

3

4

5

6

7

8

Employees

0.00040***

0.00038***

0.00040***

0.00038***

0.00040***

0.00037***

0.00036***

0.00032***

(0.00004)

(0.00004)

(0.00004)

(0.00004)

(0.00004)

(0.00004)

(0.00004)

(0.00004)

Market Share

0.0042***

0.0041***

0.0043***

0.0041***

0.0043***

0.0040***

0.0101***

0.0096***

(0.001)

(0.0011)

(0.0011)

(0.0011)

(0.0011)

(0.0011)

(0.0017)

(0.0017)

Concentration

-0.0546

0.0019

-0.0687

-0.006

-0.1726**

-0.0831

(0.0771)

(0.0896)

(0.0784)

(0.0907)

(0.0845)

(0.0969)

Average Tariff

-1.0009***

0.4631

-1.0034***

0.24

(0.3085)

(0.3577)

(0.329)

(0.3797)

FONTAR

0.9113***

0.7973***

(0.1133)

(0.1147)

Observations

7576

7572

7576

7572

7304

7300

6510

6507

Year Effects

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Sector Fixed Effects

No

Yes

No

Yes

No

Yes

No

Yes

Standard errors in parentheses* significant at 10%; ** significant at 5%; *** significant at 1%

Table 7. R&D Determinants: Firm level indicators and industry characteristics. Probit: Balanced Panel 

Dependent variable: 1 if R&D expenditure by employee >0 

Explanatory variable 

1

2

3

4

5

6

7

8

Employees

0.00036***

0.00029***

0.00036***

0.00029***

0.00036***

0.00028***

0.00034***

0.00012***

(0.00005)

(0.00006)

(0.00005)

(0.00006)

(0.00005)

(0.00006)

(0.00006)

(0.00002)

Market Share

0.0084***

0.0080***

0.0087***

0.0083***

0.0082***

0.0076***

0.0105***

0.0035***

(0.002)

(0.002)

(0.002)

(0.0021)

(0.002)

(0.0021)

(0.0024)

(0.0008)

Concentration

-0.0682

-0.0671

-0.1043

-0.068

-0.1943*

-0.0657*

(0.1028)

(0.1231)

(0.1052)

(0.1248)

(0.1125)

(0.0381)

Average Tariff

-1.4983***

0.4667

-1.1326**

-0.3833**

(0.432)

(0.5069)

(0.4667)

(0.1579)

FONTAR

1.0034***

0.3821***

(0.1294)

(0.0476)

Observations

3804

3714

3804

3714

3666

3576

3210

3210

Year Effects

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Sector Fixed Effects

No

Yes

No

Yes

No

Yes

No

No

Standard errors in parentheses* significant at 10%; ** significant at 5%; *** significant at 1%

      

In Table 6 and 7 present the estimations using Probit. Here the dependent variable takes the value of 1 if we observe for a given firm in a given year a positive realization for R&D expenditures. Thus the idea is that these estimations capture the extensive margin (to participate or not) regarding innovation investments.  As we see the results improve substantially compared to the OLS estimations. Now the simple schumpeterian model where R&D is correlated with firm size and market share performs quite well. Both variables are positive and significant at 1% level. This result is robust to the inclusion of industry characteristics, 2-digit industry dummies and also to changes in the considered sample of observations (unbalance and balance panel).

[image: image5.wmf]Table 3. IA expenditures by industry

              1998

             2001

Industry

Description 

TEIA/Sales

R&D/Sales

TEIA/Sales

R&D/Sales

15

Food and Beverages

1,20%

0,05%

0,69%

0,07%

16

Tobacco

0,34%

0,01%

0,53%

0,02%

17

Textil products

2,96%

0,19%

2,14%

0,25%

18

Apparel 

0,62%

0,20%

0,85%

0,38%

19

Leather, footwear

0,99%

0,16%

1,00%

0,15%

20

Wood production (non furnitures)

0,90%

0,37%

1,49%

0,08%

21

Paper production and paper products

4,26%

0,09%

3,37%

0,09%

22

Printing and publishing

3,47%

0,15%

1,63%

0,23%

23

Petroleum destilery

0,07%

0,01%

0,23%

0,01%

24

Chemical products

4,55%

0,49%

3,98%

1,19%

25

Rubber and Plastic products

3,85%

0,20%

2,64%

0,20%

26

Non metal mineral products

3,76%

0,10%

9,45%

0,14%

27

Basic metals

1,08%

0,16%

1,03%

0,23%

28

Metal products (Non machinery and equipment)

2,17%

0,13%

0,99%

0,12%

29

Machinery and equipment

1,05%

0,16%

0,93%

0,19%

30

Computer , Accounting and Office Machinery

1,44%

1,16%

1,20%

0,97%

31

Engines and Electric equipment

1,59%

0,28%

0,94%

0,37%

32

Audio, video, TV, and communication equipment

2,01%

0,33%

2,09%

0,13%

33

Medical, Ophtalmic, watches, clocks,etc.

1,92%

0,49%

2,56%

0,68%

34

Motor vehicles and equipment

3,31%

0,19%

3,08%

0,22%

35

Other Transportation equipment

0,43%

0,26%

0,74%

0,23%

36

Furnitures and manufacturing industries

2,05%

0,25%

1,23%

0,21%

99

Public Enterprises and Institutions

9,60%

4,88%

10,17%

4,73%

Total

2,12%

0,17%

1,68%

0,26%

Source: CEPAL, INDEC, SeCyT (2003)


  The industry concentration indicator does not seem to be a significant determinant of the decision to participate or not in R&D efforts. Its coefficient is negative and significant only when also tariffs and FONTAR are also included (column 7 in Table 7), but it looses its level of significance when we include the industry dummies. Tariffs now seem to be a more significant determinant, being negatively associated with R&D expenditures in all regressions in which it is introduced, though it looses its significance when industry dummies are also included. This need not imply that tariff is not a relevant factor in R&D decisions. It is just suggesting that there is not much variation in import taxes across 4-digit industries within each 2-digit sector. In this specification we also found that the FONTAR variable has a positive and significant effect on the innovation. 

Finally in Tables 8 and 9 we present the results when we apply a Tobit routine. This technique appears to be the most appropriate for the problem at hand as it allows us to evaluate both the intensive and extensive margin regarding R&D investment. 
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Dependent variable: R&D expenditure by employee  

Explanatory variable 

1

2

3

4

5

6

7

8

Employees

0.12290***

0.11188***

0.12264***

0.11070***

0.12332***

0.11184***

0.06343***

0.05616***

(0.01606)

(0.01621)

(0.01602)

(0.01619)

(0.01642)

(0.01686)

(0.00993)

(0.01004)

Market Share

1.3676***

1.2964***

1.6946***

1.4935***

1.7677***

1.4693***

1.7911***

1.5088***

(0.4401)

(0.4354)

(0.4457)

(0.4406

(0.4574)

(0.4539)

(0.3144)

(0.3042)

Concentration

-151.2776***

-114.4325**

-158.5565***

-116.5607**

-119.9933***

-81.5172***

(39.7508)

(44.7655)

(41.1708)

(46.0075)

(25.0058)

(27.2156)

Average Tariff

-457.2314***

313.8303*

-297.0874***

121.8851

(164.4044)

(183.4296)

(99.8801)

(108.8462)

Uses FONTAR

194.2223***

157.7956***

(30.0585)

(28.8571)

Observations

7576

7576

7576

7576

7304

7304

6510

6510

Year Effects

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Sector Fixed Effects

No

Yes

No

Yes

No

Yes

No

Yes

Standard errors in parentheses* significant at 10%; ** significant at 5%; *** significant at 1%

Table 9. R&D Determinants: Firm level indicators and industry characteristics. Tobit: Balanced Panel 

Dependent variable: R&D expenditure by employee  

Explanatory variable 

1

2

3

4

5

6

7

8

Employees

0.06123***

0.04430***

0.06134***

0.04291***

0.06063***

0.04117***

0.05318***

0.02831**

(0.01262)

(0.01255)

(0.01257)

(0.01252)

(0.01284)

(0.01323)

(0.0136)

(0.01419)

Market Share

0.8216***

0.7956***

1.0129***

0.9523***

1.0862***

0.9236***

1.2007***

1.0561***

(0.3126)

(0.3)

(0.317)

(0.3042)

(0.3253)

(0.3136)

(0.3475)

(0.3347)

Concentration

-91.7847***

-90.7937***

-103.3386***

-88.9293***

-122.8871***

-102.7626***

(28.5279)

(32.1111)

(29.7277)

(33.1259)

(31.7288)

(35.2879)

Average Tariff

-506.8189***

46.4705

-433.9366***

-2.2522

(125.4778)

(137.4803)

(135.9605)

(148.288)

Uses FONTAR

207.2791***

183.9849***

(32.5159)

-31.2439

Observations

3804

3804

3804

3804

3666

3666

3210

3210

Year Effects

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Sector Fixed Effects

No

Yes

No

Yes

No

Yes

No

Yes

Standard errors in parentheses* significant at 10%; ** significant at 5%; *** significant at 1%


The estimations confirm some of the previous results and add new ones. On one hand, we see that the coefficients of  size (employees) and market share are now significant and positive in all specifications as we already found in the case of the Probit estimations. Concentration is now negative and significant in all regressions even in those where we introduce industry dummies. Thus it seems that this variable have a more relevant role in explaining the intensive margin of R&D decisions as compared to the extensive one (recall this variable was marginally significant in the Probit estimations).  Third, tariffs are also negatively and significantly associated with innovation activities, though its level of significance is weakened when we add industry dummies. Finally, as always, the FONTAR variable is positive and significant.  

4.3 Evaluating the impact of public funds in R&D decision: a DIF in DIF approach.

The strong and positive effect that FONTAR has on R&D decisions are suspected to be affected by an endogeneity bias coming from the fact that firms decide simultaneously whether to participate in the program and how much to spend in R&D. Thus we are not in presence of an exogenous, government-decided public policy that is randomly applied to a set of firms. In other words, the sample of “treated” cross-section observations is not exogenous so the estimations in section 4.2 can be subject to a strong selection bias. In order to solve this problem we propose in this subsection to perform a very simple DIF in DIF estimation. 

But before doing that we will describe in more detail the working of the FONTAR program
. This program was created in 1995 and during the first two years of its application (1996-1997) it offered soft credits to private enterprises that were engaged in innovation. The only requirement was to observe the financial guarantees of the Banco Nación, which was the public bank in charge of its operation.  Since 1997 the program also included the possibility that firms could obtain tax reductions or fiscal subsidies applied to income taxes. In 1999 a new line of funds was added consisting in a direct subsidy to medium and small firms (these funds were not returnable). 

To implement the Difference in Difference analysis we run a very simple regression in which the dependent variable is R&D expenditure per employee and on the right hand side we use FONTAR, which again is a dummy variable that takes a value of 1 if in a given year a firm was receiving funds from the government, TREATMENT which is a dummy variable that equals 1 for firms that are enrolled in the program (before and after the program was in place). We also add year dummy and a constant. It is easy to show that in this specification the coefficient of FONTAR is capturing the change in the mean value of R&D expenditure for the treatment group before and after the establishment of the subsidies, beyond any impact associated to a common year effect. 

Table 10 below shows the results of the estimation. We present various regressions. In the first column we show an exercise where we use the entire sample 1992-2001. As a complementary analysis in the following columns we present regressions where we include observations corresponding to year 1996 and different previous years
.
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    1st Survey(1639 firms)

 

1992

 

1996

 

Amount* 

% of TEIA

% sales

Amount* 

% of TEIA

% sales

I&D 

51,709

4.0%

0.15%

77,061

5.0%

0.16%

Embodied IE

1,067,978

74.0%

1.94%

1,064,761

63.0%

2.61%

Capital good purchases 

1,024,694

71.0%

1.77%

977,865

58.0%

2.36%

Hardware

43,284

3.0%

0.17%

86,896

5.0%

0.25%

Disembodied IE

315,376

22.0%

0.88%

537,637

32.0%

0.95%

Software

43,874

3.0%

0.13%

115,092

7.0%

0.17%

Licensing and technology transfers

118,141

8.0%

0.34%

201,988

12.0%

0.34%

Ingeneering and industry design

49,848

4.0%

0.17%

79,265

4.0%

0.20%

Training 

70591

5.0%

0.14%

70591

4.0%

0.10%

Consulting

32,922

2.0%

0.10%

70,699

4.0%

0.14%

Total

1,435,067

100.0%

2.97%

1,766,429

100.0%

3.72%

    2st Survey(1639 firms)

 

1998

2001

Amount* 

% of TEIA

% sales

Amount* 

% of TEIA

% sales

I&D 

52,104

5.8%

0.17%

110,021

16.6%

0.26%

Embodied IE

651,022

72.3%

1.56%

381,187

57.4%

1.03%

Capital good purchases 

607,016

67.4%

1.47%

351,799

53.0%

0.97%

Hardware

44,006

4.9%

0.09%

29,388

4.4%

0.06%

Disembodied IE

197,519

21.9%

0.39%

172,399

26.0%

0.39%

Software

23,920

2.7%

0.06%

23,271

3.5%

0.06%

Licensing and technology transfers

92,255

10.2%

0.15%

67,213

10.1%

0.13%

Ingeneering and industry design

50,576

5.6%

0.11%

47,561

7.2%

0.12%

Training 

18,138

2.0%

0.04%

18,811

2.8%

0.04%

Consulting

12,630

1.4%

0.03%

15,543

2.3%

0.04%

Total

900,645

100.0%

2.12%

663,607

100.0%

1.68%

*in current thosands of US$

Source: CEPAL, INDEC, SeCyT (1998), (2003)


Overall we see that once we control for treatment, we don’t find any significant effect of FONTAR on R&D expenditures. The coefficient of this variable comes out not significant in any of the regressions. The treatment dummy is always positive and significant suggesting that firms that enrolled in the program have a pro-R&D attitude even before the establishment of any public scheme. Once we control for this factor it seems that the existence of subsidies does not imply any additional effect on R&D investments. Thus this confirms that the results obtained in the previous section were subject to a sample-selection bias.     

5. Concluding Remarks.

In this paper we have looked at the evidence regarding innovation and R&D expenditures of Argentina firms obtained from a recent survey conducted by INDEC-CEPAL. The quantitative information shows that technological upgrades are implemented mainly through capital goods purchases and licensing (technology transfers). In a very small proportion (between 5 and 15%) innovation is done through investment in research and development.  In terms of firm sales, the level of R&D is also very small (around .20%). This value, nevertheless, is in line with other developing economies like Mexico and Chile. 

 Using the two available surveys we have constructed a panel covering the 1992-2001 period. We have employed this data set to test some simple hypotheses regarding the determinants of R&D decisions at the firm level. Clear-cut predictions come from the Schumpeterian tradition in which innovation efforts are positively associated with firm size and market share. We show that these hypotheses are consistent with the Argentine data. We find that both variables are significant and positive and this result is robust to different econometric techniques, different sampling, and also survives when we include industry characteristics and sector dummies. 

We also investigate the effect on R&D investment of different industry level features like concentration and the degree of competition with respect to foreign suppliers (tariffs). We found that concentration at the level of the industry negatively affects incentives to perform R&D activities. This result is robust to the inclusion of industry dummies. Thus more competitive market environments (as oppose to monopoly market structures) are a positive factor fostering innovation by firms. This competitive effect seems to be reinforced by the results coming from the tariff variable. We find that firms operating in industry sectors facing lower tariffs, other factors constant, spend more in R&D. Still this result, nevertheless, does not survive when we introduce sector dummies. 

Finally we also evaluate the impact of a public sector program, FONTAR, aiming at fostering R&D activities in the private sector. This program started in 1996 and was extended in following years. Though we find that the variable comes out positive and significant when included as another regressor, we suspect that this result can be affected by a selection (endogeneity) bias. This is confirmed when we analyze the robustness of this result performing a Dif in Dif analysis. In this case, the FONTAR variable does not come out positive and significant, once we control for the treatment group. Thus it seems that the government program has no incremental effect on R&D decisions taken by firms that already have a pro-innovation attitude.

Appendix A

Information regarding innovation activities performed by Argentine firms was collected by CEPAL and INDEC in two surveys (Encuesta Nacional sobre la Conducta Tecnologica de las Empresas Industriales Argentinas). The first survey covers the 1992-1996 period while the second collects information between 1998 and 2001. Both surveys have a similar structure so their results can be aggregated. Also both surveys follow closely international standards (like CISSIII, EUROSTAT and OECD) so the results can also be compared with those obtained for other countries. The samples are based upon the 2500 establishments that participate in the industry survey. This feature allows the incorporation in the data set of variables (at the sectoral and individual-firm level) that are obtained from this other industry questionnaire. 

The definition used in the survey regarding what constitutes an innovation activity is based upon the recommendations made in the Bogota Manual, which in turns is based upon, and extends the methodology presented in, the Oslo Manual. In particular, the Oslo Manual proposes a rather narrow, technologically driven, definition of innovation. It comprises implemented new products and /or processes and/or significant technological improvements in products and processes. The term “technological” is associated to objective improvement in the performance of a product or process, which can be associated (especially in the case of processes) to  “..a measurable change in output, such as productivity or sales..” . The Bogota manual introduced some adaptations /extensions to this basic methodology. One of those is that innovation activities taken by a firm do not need to be already implemented (that is, introduced in the market or used within a production process) to be considered as such. A second extension is that the definition also includes “purely” organizational, management and/or marketing innovation (not directly related to technological improvements).   

Based upon these principles and definitions the survey asks firms to classify its innovation activities in terms of two dimensions. First, in terms of its final objective. That is, if a determinate innovation activity aims at improving: (i) product; (ii) production process; (iii) organizational/management changes or (iv) commercialization/marketing routines. Second, the way the innovation activity is implemented: (i) internal R&D, (ii) external R&D; (iii) purchase of capital goods; (iv) hardware; (v) software; (vi) licensing of a new technology; industry and engineering design, (vii) new management techniques; (viii) training; (ix) consulting services.

The survey also asks if the firm has got a new patent as a consequence of its innovation activities and also there is a part dedicated to the relationship with the National Innovation System. Thus it is asked if the innovation activities of the firm have been developed in the context of a relationship with Universities, Technological Centers, Laboratories, Suppliers, Clients, the Foreign Mother Company, Public Agencies or other Innovation Programs run by the government. Finally there are a series of questions regarding firm characteristics (size, educational level of workers, production, sales, investment, exports, imports, etc.). 
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� Among the few available studies we have the paper by Benavente (2002) using data for Chile and Meza-Gonzalez and Mora-Yague (2002) employing a Mexican survey. 


� The full results of the two surveys (Encuesta Nacional sobre la Conducta Tecnologica de las Empresas Industriales Argentinas) are described in INDEC (1998) and INDEC (2003).  


� Though it could be applicable for capital purchases.


� See the paper by Benavente (2002) for Chile and Crepon et al (1998) for France. 


� The presence of zeros also explains why we don’t apply a log transformation to the dependent variable.


� For more details see Carrullo (2003).


� We couldn’t run similar regressions for years after 1997 because in the second survey participation in FONTAR is asked for the entire sub-period 1998-2001, not year by year. 
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