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#### Abstract

In this paper, we study the transmission of an asymptotic bias in two-stage regressions with non-iid errors and random regressors in which the possible endogeneity of some explanatory variables is treated via first-stage predictive equations. In particular, we characterise the transmission of an asymptotic bias in the first-stage estimates to the secondstage estimates. As an example, we fully develop the case of two-stage quantile regressions. Finally, Monte Carlo simulation results illustrate the occurrence of the bias in small samples.
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## 1 Introduction

The equations that researchers want to estimate often describe relations in which some independent variables are endogenous. In linear models estimated with least squares methods, the usual response to such a situation is to replace the endogenous regressors with predictions using ancillary equations based on other exogenous variables and to modify the formula of the asymptotic covariance matrix of estimates. The most famous method is the two-stage least squares estimator of which conditions for consistency and asymptotic normality are known. ${ }^{1}$ In more complex nonlinear models, other interesting two-stage estimators relying on a first step of predictions for endogenous explanatory variables (sometimes describing selection processes) have been developed and the conditions for their asymptotic properties have been clarified. ${ }^{2}$

There are many situations where the ancillary first-stage regressions, used for predicting the endogenous regressors, may be asymptotically biased: missing variables, invalid instrumental variables, model misspecification, faulty estimation methods, etc. Many of these estimation methods rely on semi-parametric restrictions for the first-stage equations. In general nothing guarantees that such restrictions are rigourously satisfied. Often when there is an intercept term in the model, one may hope that if the imposed semi-parametric restrictions are not satisfied (e.g., that the error term has non-zero mean), this may only affect the consistency of the intercept estimator in the first-stage equation.

However, it is generally the second stage of the estimation that includes the results of interest for applied researchers. When the first stage estimation method is asymptotically biased, how the bias is transmitted to the second stage of the estimation is unclear in realistic settings with random and endogenous regressors and non iid errors. In this paper, we investigate the channel of this bias transmission by eliciting the algebraic structure of the asymptotic representation of the two-stage estimator. Notably, we show that an asymptotic bias on the intercept of the first-stage estimation is exclusively and integrally conveyed to the intercept in the second stage of the estimation.

This state of affairs has several interesting consequences. First, the choice of the first-stage and second-stage estimation methods matters if one worries about generation of asymptotic biases, even if only on the intercept coefficient. We will show that there are cases where the semi-parametric restrictions imposed on the two stages may lead to contradictions that result in the occurrence of an asymptotic bias for the two-stage estimator.

Second, we shall show that the estimator of the intercept coefficient in the

[^0]second stage may be inconsistent, but the estimators of the slope coefficients will be consistent in plausible cases, which may be all that interest the applied researcher. However, even in that case there are still precautions to take for inference. Indeed, the inconsistent intercept estimator is present in the residual. Then, usual 'plug-in' methods employed for estimating the covariance matrix of the parameters by replacing error terms in the formula of this matrix by residuals may yield inconsistent estimators. One solution to this issue is to correct the estimator of this covariance matrix to account for the bias on the intercept. This is generally easy to do, as soon as the applied researcher is aware of the problem.

Finally, we emphasize that the result of the integral transmission of the bias on the first-stage intercept to the second-stage intercept is valid in very general settings, with random endogenous regressors and non independent and non identically distributed errors. To the best of our knowledge, such property has only been noticed, except under very restrictive setting. In particular, we shall show that the traditional approach of analysing the bias on the intercept for quantile regressions does not provide any insight for general settings.

Our main example is that of two-stage quantile regressions of the linear model. Focusing on quantile regressions has several advantages. First, it enables us to limit our attention to a popular estimation method, rather than losing ourselves into vague generalities. Second, we provide the complete inference package for two-stage quantile regression, which was not available before.

Quantile regression and least absolute deviations estimators have recently become very popular estimation methods. Quantile regressions have been used for studying wages and living standards ${ }^{3}$, firm data ${ }^{4}$, financial data ${ }^{5}$, and longitudinal data. ${ }^{6}$ They are often chosen for two kinds of properties. Firstly, they provide robust estimates, particularly for misspecification errors related to non-normality, but also for the presence of outliers. Secondly, they allow the researcher to concentrate her attention on specific parts of the conditional distribution of the dependent variable.

The theoretical literature on quantile regression and LAD estimators is extensive since the seminal paper by Koenker and Bassett (1978). The asymptotic behaviour of these estimators has been extensively studied. ${ }^{7}$ A few extensions exist for two-stage estimators. Amemiya (1982) and Powell (1983) have treated the case of the two-stage least absolute deviations (2SLAD). Chen and Portnoy (1996) study two-stage quantile regressions

[^1]where the first-stage estimators are trimmed least squares estimators and LAD estimators, although only under assumption of symmetric iid error distributions. However, up to now, no general study of two-stage quantile regression estimators is available for general first-stage estimators, and general assumptions on error terms and regressors.

Although it does not correspond to our simple two-stage approach, the possibility of dealing with endogeneity problems in quantile regressions has already been examined in the literature. Least-absolute-error-difference estimators for a single equation from a simultaneous equation model have been studied by Kemp (1999) and Sakata (2001). A quantile treatment effects estimator has been proposed by Abadie, Angrist and Imbens (2002) by solving a convex programming problem with a preliminary non-parametric estimation of a nuisance function. MaCurdy and Timmins (2000) use an estimator for ARMA models and quantile regressions. Kim and Muller (2003) deal with the case where the same quantile regression method is employed for the two stages, in the iid case, and thereby avoid the bias transmission issue.

In this paper, we study the asymptotic and small sample properties of general two-stage linear regression estimators. Moreover, we offer specific contributions for two-stage quantile regressions. Firstly, we generalise the 2 SLAD results to estimators that enables one to focus on different parts of the conditional distribution of the dependent variable. Secondly, we provide results with random exogenous variables and dependent and non identically distributed error terms. Thirdly, we clarify the link between the assumptions for first-stage and second-stage errors. In particular, we deal with biases in the first stage of this estimation. This is all the more important that the case without bias corresponds to restrictive conditions on error terms when considering arbitrary quantiles. Usual renormalisations of the intercept are generally not sufficient to eliminate the bias. Fourthly, we conduct Monte Carlo simulations that provide insight on small sample properties and illustrate the role of different parameters of the problem.

Section 2 discusses the model and the assumptions. In Section 3, we derive the asymptotic representation of the two-stage quantile regression estimators. We discuss the asymptotic bias for general two-stage estimators in Section 4. We analyse in Section 5 the asymptotic normality and the asymptotic covariance matrix of two-stage quantile regression based on LS predictions. We present simulation results in Section 6. Finally, Section 7 concludes. All proofs are in Appendix A.

## 2 The Model

We are interested in the parameter $\left(\alpha_{0}\right)$ in an equation that is given in the following matrix form for a sample of $T$ observations:

$$
\begin{align*}
y & =X_{1} \beta_{0}+Y \gamma_{0}+u  \tag{1}\\
& =Z \alpha_{0}+u
\end{align*}
$$

where $[y, Y]$ is a $T \times(G+1)$ matrix of endogenous variables, $X_{1}$ is $T \times K_{1}$ matrix of exogenous variables, $Z=\left[X_{1}, Y\right], \alpha_{0}^{\prime}=\left[\beta_{0}^{\prime}, \gamma_{0}^{\prime}\right]$, and $u$ is a $T \times 1$ vector. We denote by $X_{2}$ the matrix of $K_{2}\left(=K-K_{1}\right)$ exogenous variables absent from (1). Let us assume that $Y$ can be predicted from the set of exogenous variables:

$$
\begin{equation*}
Y=X \Pi_{0}+V \tag{2}
\end{equation*}
$$

where $X=\left[X_{1}, X_{2}\right]$ is a $T \times K$ matrix, $\Pi_{0}$ is a $K \times G$ matrix of unknown parameters and $V$ is a $T \times G$ matrix of unknown error terms. We assume that the first column of $X_{1}$ is a vector of 1's. Using (1) and (2), y can also be expressed from the exogenous variables:

$$
\begin{equation*}
y=X \pi_{0}+v \tag{3}
\end{equation*}
$$

where $\pi_{0}=\left[\binom{I_{K_{1}}}{0}, \Pi_{0}\right] \alpha_{0}=H\left(\Pi_{0}\right) \alpha_{0}$ and by definition $v=u+V \gamma_{0}$. Equations (2) and (3) are the basis of the first-stage estimation that yields some estimators $\hat{\pi}, \hat{\Pi}$ respectively of $\pi_{0}, \Pi_{0}$. We now specify the data generating process.

Assumption 1 The sequence $\left\{\left(x_{t}^{\prime}, u_{t}, v_{t}\right)\right\}$ is strong mixing with mixing numbers $\{\alpha(s)\}$ of size $-(2 K+1)(K+1)$. Here, $x_{t}, u_{t}$ and $v_{t}$ are the $t^{t h}$ elements in $X, u$ and $v$ respectively. ${ }^{8}$

Studying quantile regressions with dependent processes is unusual, although some interesting results are in Weiss (1990). As we mentioned before, the asymptotic properties of the two-stage estimator can be of interest when the first-stage estimators $\hat{\pi}$ and $\hat{\Pi}$ are asymptotically biased. This situation arises for example when the LS estimation method is used in the first stage

[^2]and the quantile regression method is used in the second stage. Considering asymptotically biased first-stage estimators is interesting on two grounds. First, the first-stage estimates are sensitive to various misspecifications and estimation difficulties that may generate asymptotic biases. Second, when no intercept term is present in the first-stage equation, the usual normalisation approach is not possible and asymptotic biases may occur as we shall show later on. To be able to account for inconsistent first-stage estimation, we use the following assumption.

Assumption 2 There exist $\left\|B_{\pi}\right\|<\infty$ and $\left\|B_{\Pi}\right\|<\infty$ such that $T^{1 / 2}(\hat{\pi}-$ $\left.\pi_{0}-B_{\pi}\right)=O_{p}(1)$ and $T^{1 / 2}\left(\hat{\Pi}-\Pi_{0}-B_{\Pi}\right)=O_{p}(1)$, where $\|a\|=\left(a^{\prime} a\right)^{1 / 2}$.

The bias terms $B_{\pi}$ and $B_{\Pi}$ may not be bounded under fat-tailed error distributions if OLS is used in the first stage. Therefore, imposing Assumption 2 excludes some error distributions.

We now turn to the optimisation program from which the two-stage estimator is calculated. To save on space, we explicitly develop only the case of the Two-Stage Quantile Regression, while the generalisation to general two-stage M-estimators is obvious. Following the literature on quantile regressions, we define $\rho_{\theta}: R \rightarrow R^{+}$for a given $\theta \in(0,1)$ as $\rho_{\theta}(z)=z \psi_{\theta}(z)$, where $\psi_{\theta}(z)=\theta-1_{[z \leq 0]}$ and $1_{[]]}$is the Kronecker index.

The motivation for the two stage approach is to deal with an endogeneity problem. If the first-order conditions, $\sum_{t=1}^{T} Z_{t} \psi_{\theta}\left(y_{t}-Z_{t}^{\prime} \alpha\right)=o_{p}(1)$, were satisfied, then the one-stage quantile regression estimator would be consistent. However, when $u$ and $Y$ are correlated, which occurs under the non-separability in parameters of the joint density due to the endogeneity of $Y$, these first-order conditions are not satisfied. Therefore, the first-stage quantile regression estimator of $\alpha_{0}$ is generally not consistent.

As a natural extension of Amemiya (1982) and Powell (1983), we define the Two-Stage Quantile Regression $(2 \operatorname{SQR}(\theta, q))$ estimator $\hat{\alpha}$ of $\alpha_{0}$ as a solution to the following programme.

$$
\begin{equation*}
\min _{\alpha} S_{T}(\alpha, \hat{\pi}, \hat{\Pi}, q, \theta)=\sum_{t=1}^{T} \rho_{\theta}\left(q y_{t}+(1-q) x_{t}^{\prime} \hat{\pi}-x_{t}^{\prime} H(\hat{\Pi}) \alpha\right) \tag{4}
\end{equation*}
$$

where $y_{t}$ is the $t^{\text {th }}$ elements in $y$ and $q$ is a non-zero constant. The reformulation of the dependent variable as $q y_{t}+(1-q) x_{t}^{\prime} \hat{\pi}$ has been introduced by Amemiya to improve efficiency by choosing parameter $q$.

In the next section, we discuss the asymptotic representation of the $2 \operatorname{SQR}(\theta, q)$. We shall show that the following conditions are sufficient for the asymptotic representation.

Assumption 3 (i) $H\left(\Pi_{0}\right)$ is of full column rank.
(ii) Let $f_{t}(\lambda \mid x)=\frac{\partial}{\partial \lambda} F_{t}(\lambda \mid x)$ be the conditional pdf and $F_{t}(\lambda \mid x)$ be the conditional cdf of $v_{t}$. It is assumed that $f_{t}(\cdot \mid x)$ is Lipschitz continuous for all $x$, strictly positive, and bounded; that is, there exists a constant $f_{0}$ such that $0<f_{t}(\cdot \mid x)<f_{0}$ for all $x$.
(iii) The matrices $Q=\lim _{T \rightarrow \infty} E\left[\frac{1}{T} \sum_{t=1}^{T} x_{t} x_{t}^{\prime}\right]$ and $Q_{0}=\lim _{T \rightarrow \infty} E\left[\frac{1}{T} \sum_{t=1}^{T} f_{t}\left(0 \mid x_{t}\right) x_{t} x_{t}^{\prime}\right]$ are finite and positive definite.
(iv) $E\left(\psi_{\theta}\left(v_{t}\right) \mid x_{t}\right)=0$.
(v) $\sup _{t \geq 1} E\left(\left\|x_{t}\right\|^{3}\right)<C<\infty$ for some positive constant $C$.

Assumptions 3(i)-(iii) are standard in the literature. Note, however, that the conditional pdf $f_{t}(\cdot \mid x)$ may change with observation $t$. Assumption 3(iv) is the assumption that zero is the $\theta^{t h}$-quantile of the conditional distribution of $v_{t} .{ }^{9}$ When there is an intercept term in the model, Assumption 3 (iv) can be considered as an identification condition on the coefficient of the intercept. Indeed, $E\left(\psi_{\theta}\left(v_{t}\right) \mid x_{t}\right)=0$ and $E\left(\psi_{\theta}\left(v_{t}\right) \mid x_{t}\right) \neq 0$ correspond to isomorphic statistical structures that distinguish themselves only by the value of the intercept term. They are observationally equivalent structures. Therefore, it is possible to impose $E\left(\psi_{\theta}(v) \mid x_{t}\right)=0$, and thus to fix the value of the intercept, without loss of generality. Jureckova (1984) mentions that the non-existence of an intercept would affect the large sample properties of quantile regressions. This suggests that having a close look at this intercept is interesting. We shall show that the use of the intercept term for normalisation does not extend to the two-stage estimators because contradictions may occur between the semi-parametric restrictions in the first and the second stages. Assumption 3(v) is necessary for obtaining the stochastic equicontinuity of our empirical process of interest in the strong mixing case. We are now ready to study the asymptotic properties of the $2 \operatorname{SQR}(\theta, q)$.

## 3 The Asymptotic Representation

The first step of the analysis is the derivation of an asymptotic representation of the $2 \operatorname{SQR}(\theta, q)$. For this, we define an empirical process given by

$$
M_{T}(\Delta)=T^{-1 / 2} \sum_{t=1}^{T} x_{t} \psi_{\theta}\left(q v_{t}-T^{-1 / 2} x_{t}^{\prime} \Delta\right)
$$

where $\Delta$ is a $K \times 1$ vector. A direct application of Theorem II. 8 in Andrews (1990) yields the following lemma. The lemma is proven only for the quantile

[^3]regression case, but similar derivations can be done for general two-stage Mestimators.

Lemma 1 Suppose that Assumptions 1 and 3 hold. Then, we have for any $L>0$,

$$
\sup _{\|\Delta\| \leq L}\left\|M_{T}(\Delta)-M_{T}(0)+q^{-1} Q_{0} \Delta\right\|=o_{p}(1)
$$

We combine Lemma 1 and Assumption 2 to obtain the following asymptotic representation for the $2 \operatorname{SQR}(\theta, q)$ with a possible bias.

Proposition 1 Suppose that Assumptions 1-3 hold. Then, the $2 S Q R(\theta, q)$ has the asymptotic representation

$$
\begin{aligned}
T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)= & R\left\{T^{-1 / 2} \sum_{t=1}^{T} x_{t} q \psi_{\theta}\left(v_{t}\right)+(1-q) Q_{0} T^{1 / 2}\left(\hat{\pi}-\pi_{0}-B_{\pi}\right)\right. \\
& \left.-Q_{0} T^{1 / 2}\left(\hat{\Pi}-\Pi_{0}-B_{\Pi}\right) \gamma_{0}\right\}+o_{p}(1)
\end{aligned}
$$

where $B_{\alpha}=R Q_{0}\left\{(1-q) B_{\pi}-B_{\Pi} \gamma_{0}\right\}, R=Q_{z z}^{*-1} H\left(\Pi_{0}^{*}\right)^{\prime}, Q_{z z}^{*}=H\left(\Pi_{0}^{*}\right)^{\prime} Q_{0} H\left(\Pi_{0}^{*}\right)$ and $\Pi_{0}^{*}=\Pi_{0}+B_{\Pi}$.

This asymptotic representation shows that the asymptotic distribution of the second-stage estimator $T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)$ depends on the asymptotic distribution of the first-stage estimators $T^{1 / 2}\left(\hat{\pi}-\pi_{0}-B_{\pi}\right)$ and $T^{1 / 2}\left(\hat{\Pi}-\Pi_{0}-\right.$ $\left.B_{\Pi}\right) \gamma_{0} .{ }^{10}$ Naturally, if $q=1$, the influence of $\hat{\pi}$ disappears. The asymptotic representation of the $2 \operatorname{SQR}(\theta, q)$ is composed of three additive terms. The first term in the right-hand-side term does not perturb consistency under Assumption 3(iv) and corresponds to the contribution of the second stage to the uncertainty of the estimator. The second and third terms in the right-hand-side term correspond to the respective contributions of $\hat{\pi}$ and $\hat{\Pi}$ to the uncertainty of the estimator. Because of these contributions, contradictions between semi-parametric restrictions used in the first stage and the second stage may occur and yield biases that cannot be eliminated by renormalisation of the intercepts. We now discuss the issue of the asymptotic bias in the quantile regression case.

## 4 Asymptotic Bias

As for most estimation methods, an incorrect specification of the first stage in (2) and (3) may degrade the properties of the $2 \mathrm{SQR}(\theta, q)$. However,

[^4]some misspecifications of the first stage do not affect the estimation results of interest. In particular, we now show that an asymptotic bias on the intercept of the first stage estimator can be appropriately dealt with.

This result has not been exhibited in the literature. One reason for such lacuna may be that in the traditional approach of examining the conditional quantile defined as the inverse of the conditional distribution function, it is not obvious how the bias is transmitted to the two-stage estimator. In contrast, our analysis is based on the algebraic structure of the asymptotic representation of the two-stage estimator. This representation implicitly includes a projection that conveys the asymptotic properties of the firststage estimators to the two-stage estimator. We shall show that this implies that asymptotic biases on the intercepts of the first-stage estimators affect only the intercept of the two-stage estimator.

This situation has several interesting implications. First, one should be careful when choosing the first-stage and second-stage methods in this type of two stage estimations. Without co-ordinating the semi-parametric restrictions at the two stages, asymptotic biases may occur as in the case of twostage quantile regressions that we develop. Second, the sufficient stochastic assumptions to obtain the transmission of the bias on the first-stage intercept coefficients to the second-stage intercept only are very general, including the possibility of general serial correlations and homoscedasticity, and of endogenous variables in the equation of interest. Third, the possible presence of an asymptotic bias on the intercept of the two-stage estimator is more serious than it may first appears. Indeed, because residuals are often used for estimates of covariance matrices and of test statistics, an asymptotic bias on the intercept coefficient may lead to inconsistent inferences. In that sense, what is at stake here is not only the interpretation of one coefficient of the model, but also the danger of doing incorrect inferences based on the whole model.

We now turn to the explicit analysis of the asymptotic bias. Because most interesting results only arise if the asymptotic bias of the first-stage estimators exclusively affect the intercept term, we focus on the case where the first-stage estimators of the slope coefficients are consistent. According to the asymptotic representation in Proposition 1, biases in $\hat{\pi}$ and in $\hat{\Pi}$ are transmitted to the $2 \operatorname{SQR}(\theta, q)$ through the matrix $R Q$. Just looking at the matrix $R Q$ does not make obvious that the asymptotic bias in the first-stage estimators only affects the intercept coefficient of the second-stage estimator. This feature occurs for many two-stage estimation procedures that share the same algebraic structure for the asymptotic representation.

To isolate the intercept of the first-stage estimators, we decompose both matrix $Q_{0}$ and the first-stage estimator: $Q_{0}=\left[\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right]$ where $Q_{1}$ is the first column of $Q_{0}$ and $Q_{2}$ is a $K \times(K-1)$ matrix consisting of the remaining columns of $Q_{0}$, and $\hat{\pi}-\pi_{0}=\left[\begin{array}{c}\hat{\pi}_{(1)}-\pi_{0(1)} \\ \hat{\pi}_{(2)}-\pi_{0(2)}\end{array}\right]$, where $\hat{\pi}_{(1)}$
is the estimator of the constant coefficient. This yields $R Q_{0}\left(\hat{\pi}-\pi_{0}\right)=$ $R Q_{1}\left(\hat{\pi}_{(1)}-\pi_{0(1)}\right)+R Q_{2}\left(\hat{\pi}_{(2)}-\pi_{0(2)}\right)$, where the second term in the right-hand-side term is asymptotically unbiased by assumption. The contribution of the first-stage estimate $\hat{\Pi}$ can be similarly decomposed, and we do not repeat the calculus that is similar to the one for $\hat{\pi}$. It is therefore necessary and sufficient to study the product $R Q_{1}$ to understand the generation of a possible asymptotic bias of $\hat{\alpha}$. The next proposition presents our main result.

Proposition 2 Given that $R=\left[H\left(\Pi_{0}^{*}\right)^{\prime} Q_{0} H\left(\Pi_{0}^{*}\right)\right]^{-1} H\left(\Pi_{0}^{*}\right)^{\prime}$ and $H\left(\Pi_{0}^{*}\right)=$ $\left[\binom{I_{K_{1}}}{0_{K_{2} \times K_{1}}}, \Pi_{0}^{*}\right]$, we have

$$
R Q_{1}=\left[\begin{array}{l}
1 \\
0_{\left(K_{1}+G-1\right) \times 1}
\end{array}\right] .
$$

Proposition 2 implies that the only coordinate of $\hat{\alpha}$ for which there is a possible asymptotic bias in that case corresponds to the intercept. Moreover, this asymptotic bias is equal to $(1-q)$ times the asymptotic bias in the intercept in $\hat{\pi}$ minus the asymptotic bias in the intercept in $\hat{\Pi} \gamma_{0}$.

Several favourable situations may occur. First, empirical researchers are generally interested in the slope components of $\hat{\alpha}$ rather than in its intercept coefficient. Then, any first-stage estimation method satisfying our mentioned assumptions will deliver the consistency and the asymptotic normality of the slope coefficients. Second, in cases where $\hat{\Pi} \gamma_{0}$ is not asymptotically biased, for example because $T^{1 / 2}\left(\hat{\Pi}-\Pi_{0}\right)$ is $O_{p}(1)$, the asymptotic bias of the coefficient of the intercept in $\hat{\alpha}$ is $(1-q)$ times the asymptotic bias of $\hat{\pi}$. Choosing $q=1$ guarantees that this bias disappears. Naturally, the first-stage estimation method can also be chosen to eliminate the biases on $\hat{\pi}$ and $\hat{\Pi}$ (e.g., by using the same quantile regressions in the two-stages as in Kim and Muller, 2003). However, we consider in this paper that the researcher chooses the first-stage estimation method freely for her own reasons, for example because there exists already some available estimation results.

We need to return to the normalisation of the model to assess the consequence of the choice of the estimation procedure. Assumption 3(iv) normalises the intercept on the $\theta$ th quantile of the distribution of $v_{t}$. However, the intercept may be interesting in more than one quantile. In that case, two natural approaches are possible. First, the researcher may choose to use different adapted first stage methods for different quantiles, for example different quantile regressions with the same quantile as in the second stage. Second, she may alternatively decide to stick to the same first-stage estimation results for all the different second stage quantiles. For example, a least squares estimator or a least absolute deviations estimator may be
systematically used for the first stage. This has the advantage of requiring only one trial of first-stage estimation, but it implies that the researcher is ready to accept the occurrence of the asymptotic bias on the intercept for almost all quantiles.

The traditional approach in the quantile regression literature ${ }^{11}$ of directly deriving the intercept term from the normalisation assumption is convenient only in the case where the error terms are independent of the independent variable. Suppose we have $y_{t}=x_{t}^{\prime} \beta+\varepsilon_{t}$ where the first element of $x_{t}$ is one and $\varepsilon_{t}$ is independent of $x_{t}$. Then, in this case the $\theta^{t h}$ conditional quantile of $y_{t}$ is $q_{\theta}\left(y_{t} \mid x_{t}\right)=x_{t}^{\prime} \beta+F^{-1}(\theta)$, where $F$ is the cdf of $\varepsilon_{t}$. Indeed, by definition $q_{\theta}\left(\varepsilon_{t} \mid x_{t}\right)=F^{-1}(\theta)$ and the variables $x_{t}$, do not perturb ${ }^{12}$ the arrangement of the different quantiles of $y$. In contrast, when the regressors and the errors are not independent, the role of the normalisation is much more important than it appears at first sight. Indeed, in general it is not obvious how to calculate the translated intercept. This is because the translation depends on the joint distribution of error terms and exogenous variables, and this distribution may be characterised by heteroscedasticity and serial correlations. Furthermore, it is not obvious in the general case that the asymptotic bias is only on the intercept.

More explicitly, for our main model of interest, let $q_{\theta}\left(y_{t} \mid Y_{t}, x_{1 t}\right)$ be the $\theta^{t h}$ conditional quantile of $y_{t}$ given $Y_{t}$ and $x_{1 t}$ where $Y_{t}^{\prime}$ and $x_{1 t}^{\prime}$ are the $t^{t h}$ elements of $Y$ and $X_{1}$ respectively. Then, we have

$$
\int_{-\infty}^{q_{\theta}\left(y_{t} \mid Y_{t}, x_{1 t}\right)} f_{y_{t} \mid Y_{t}, x_{1 t}}\left(y \mid Y_{t}, x_{1 t}\right) d y=\theta
$$

which implies that $q_{\theta}\left(y_{t} \mid Y_{t}, x_{1 t}\right)=x_{1 t}^{\prime} \beta_{0}+Y_{t}^{\prime} \gamma_{0}+F_{u_{t} \mid Y_{t}, x_{1 t}}^{-1}(\theta)$. On the other hand, with first-stage estimators $\hat{Y}_{t}$ we have $q_{\theta}\left(y_{t} \mid \hat{Y}_{t}, x_{1 t}\right)=x_{1 t}^{\prime} \beta_{0}+\hat{Y}_{t}^{\prime} \gamma_{0}+$ $F_{u_{t} \mid \hat{Y}_{t}, x_{1 t}}^{-1}(\theta)$. If the first-stage estimators are OLS, then $\hat{Y}_{t}=x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y$ and $q_{\theta}\left(y_{t} \mid \hat{Y}_{t}, x_{t}\right)=x_{1 t}^{\prime} \beta_{0}+x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y \gamma_{0}+F_{u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y, x_{1 t}}^{-1}(\theta)$. None of these expressions seems to provide much insight about the nature of the possible asymptotic biases because of the presence of $F_{u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}, x_{1 t}}^{-1}(\theta)$. Whether this term can affect only the intercept term depends on the random association of the $u_{t}, x_{1 t}$ and $\hat{Y}_{t}$. This reasoning can be extended to other two-stage estimation methods by using the appropriate inversion procedure instead of the inverse cdf that is specific to the calculus with regression quantiles.

Therefore, it seems at first sight that nothing guaranteed a priori that an asymptotic bias would not generally appear on slope coefficients. We have

[^5]examined this issue by deriving the asymptotic representation of the estimator of interest, then by exhibiting a matrix identity appearing in this representation, and finally by exploiting this identity to show how an asymptotic bias on the intercept of the first-stage estimators is integrally transmitted to the intercept of the two-stage estimator. We now provide a direct intuition of the result.

The problem can be seen as understanding the term $F_{u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}, x_{1 t}}$ when $x_{t}$ is exogenous. If $x_{t}$ is strictly exogenous, i.e. if there is separation of the marginal distribution of the $x_{t}$ in the joint distribution, then it can be shown directly that $x_{t}\left(X^{\prime} X\right)_{-1} X^{\prime} Y_{t}$ is also strictly exogenous. This is because $X\left(X^{\prime} X\right)^{-1} X^{\prime} Y$ is the projection of $Y_{t}$ the space spanned by $X$, and is therefore a fixed linear combination of strictly exogenous variables. Moreover, the term corresponding to observation $t$ can be written as $x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}$ since only the $t^{t h}$ line of $X\left(X^{\prime} X\right)^{-1} X^{\prime}$ matters for calculation the projection corresponding to this observation. Then, in this case $F_{u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}, x_{1 t}}=F_{u_{t}}$.

Now, if we relax the assumption of strict exogeneity in for example orthogonality with the error term, we have $u_{t} \perp x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}$ and $x_{1 t}$ with the same reasoning as above. Clearly, in that case $E\left[u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}, x_{1 t}\right]=$ 0 but it is not necessary that $q_{\theta}\left[u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}, x_{1 t}\right]=0$. However, under these assumptions we do not have $q_{\theta}\left[u_{t} \mid x_{t}\right]=0$. Moreover, this orthogonality for OLS is not the type of exogeneity that we defined at the beginning. If instead we start from $q_{\theta}\left[u_{t} \mid x_{t}\right]=0$, the above projection will ensure that $q_{\theta}\left[u_{t} \mid x_{t}\left(X^{\prime} X\right)^{-1} X^{\prime} Y_{t}, x_{1 t}\right]=0$ since the conditioning is nothing else than a special case of $x_{t}$ and our definition of exogeneity is still based on an orthogonality condition. We now turn to the explicit derivation of the asymptotic covariance matrix for $2 \operatorname{SQR}(\theta, q)$ with LS predictions.

## 5 Asymptotic Normality and Covariance Matrix with LS Predictions

In this section, we investigate the use of LS estimation for $\pi_{0}$ and $\Pi_{0}$ in the first step of $2 \operatorname{SQR}(\theta, q)$. Naturally, if one is interested in robustness, it is a bad idea to use LS estimators in the first stage. However, there are several reasons to consider this case. First, the researcher may want to use quantile regressions not for their robustness but rather for the possibility of focusing on different locations of the conditional distribution of the dependent variable. Also, LS estimators are popular and available LS estimation results for the first-stage equations could be ready to be used. Moreover, one may be interested in robustness issues arising only from the second-stage setting, e.g., outliers for $u$. Then, using LS estimators as a first stage may improve the efficiency of the estimation procedure. Finally, that is what some empirical
researchers do and are willing to do in practice. Some empirical studies ${ }^{13}$ adopt first-stage least squares estimators with the second stage based on quantile regression. Therefore, it can be important for applied researchers to know the theoretical consequences of that approach, and we provide an answer in this section.

Using the LS estimation in the first stage yields consistency only for the slope coefficients of the $2 \operatorname{SQR}(\theta, q)$. This is because the necessary condition $E\left(v_{t}\right)=0$ for consistently estimating the intercept coefficient in (3) by OLS is not compatible with Assumption 3(iv). This problem has hardly been noticed in the literature, although this might be the reason why authors imposed symmetry of error terms (as in Chen, 1988, and in Chen and Portnoy, 1996). If $\theta=1 / 2$ and the distribution is symmetric, then the bias vanishes, as in Powell (1983).

First, we define $V_{t}^{*}=V_{t}-E\left(V_{t}\right)$ and $v_{t}^{*}=v_{t}-E\left(v_{t}\right)$. Then, the reduced forms for $Y_{t}$ and $y_{t}$ in (2) and (3) can be expressed as

$$
\begin{equation*}
Y_{t}=x_{t}^{\prime} \Pi_{0}^{*}+V_{t}^{*} \tag{5}
\end{equation*}
$$

where $\Pi_{0}^{*}=\Pi_{0}+B_{\Pi}$ and $B_{\Pi}=\left[E\left(V_{t}\right)^{\prime}, 0^{\prime}, \ldots, 0^{\prime}\right]_{(K \times G)}^{\prime} ;$

$$
\begin{equation*}
y_{t}=x_{t}^{\prime} \pi_{0}^{*}+v_{t}^{*} \tag{6}
\end{equation*}
$$

where $\pi_{0}^{*}=\pi_{0}+B_{\pi}$ and $B_{\pi}=\left[E\left(v_{t}\right), 0, \ldots, 0\right]_{(K \times 1)}^{\prime}$. We also define $u_{t}^{*}=$ $v_{t}^{*}-V_{t}^{*} \gamma_{0}$, where it can be shown that $u_{t}^{*}=u_{t}-E\left(u_{t}\right)$. By construction, we have $E\left(V_{t}^{*}\right)=E\left(v_{t}^{*}\right)=E\left(u_{t}^{*}\right)=0$.

Let $\tilde{\Pi}$ and $\tilde{\pi}$ be the LS estimators based on (5) and (6) respectively; that is we have

$$
\begin{aligned}
T^{1 / 2}\left(\tilde{\pi}-\pi_{0}^{*}\right) & =Q^{-1} T^{-1 / 2} \sum_{t=1}^{T} x_{t} v_{t}^{*}+o_{p}(1) \\
T^{1 / 2}\left(\tilde{\Pi}-\Pi_{0}^{*}\right) & =Q^{-1} T^{-1 / 2} \sum_{t=1}^{T} x_{t} V_{t}^{*}+o_{p}(1)
\end{aligned}
$$

Let $\tilde{\alpha}$ be the $2 \operatorname{SQR}(\theta, q)$ based on the LS estimators $\tilde{\Pi}$ and $\tilde{\pi}$ in the first stage. By plugging the above expressions into the formula in Proposition 1, we obtain the asymptotic representation for the $2 \operatorname{SQR}(\theta, q)$ based on LS predictions as follows;

$$
\begin{aligned}
T^{1 / 2}\left(\tilde{\alpha}-\alpha_{0}-B_{\alpha}\right)= & R T^{-1 / 2} \sum_{t=1}^{T} x_{t} q \psi_{\theta}\left(v_{t}\right) \\
& -R Q_{0} Q^{-1} T^{-1 / 2} \sum_{t=1}^{T} x_{t}\left(q v_{t}^{*}-u_{t}^{*}\right)+o_{p}(1)
\end{aligned}
$$

[^6]where $B_{\alpha}=R Q_{0}\left\{(1-q) B_{\pi}-B_{\Pi} \gamma\right\}$. Owing to Proposition 2 and the definitions of $B_{\pi}$ and $B_{\Pi}$, we have $B_{\alpha}=\left((1-q) E\left(v_{t}\right)-E\left(V_{t}\right) \gamma_{0}, 0, \ldots, 0\right)^{\prime}$. The formula of the bias term $B_{\alpha}$ shows that the intercept estimator may be asymptotically biased, while the slope estimators are not, for usual semiparametric assumptions affecting only the location of the error distributions. Even when there is a bias, the asymptotic normality of $\tilde{\alpha}-\alpha_{0}-B_{\alpha}$ can be easily derived. For this purpose, we impose the following assumptions.

Assumption 4 (i) The sequence $\left\{\left(u_{t}, v_{t}\right)\right\}$ satisfies the following moment conditions that there exist finite constants $\Delta_{u}$ and $\Delta_{v}$ such that $E\left|x_{t i} u_{t}^{*}\right|^{3}<$ $\Delta_{u}$ and $E\left|x_{t i} v_{t}^{*}\right|^{3}<\Delta_{v}$ for all $i$ and $t$.
(ii) $E\left(u_{t}^{*} \mid x_{t}\right)=0$ and $E\left(v_{t}^{*} \mid x_{t}\right)=0$.
(iii) The covariance matrix $V_{T}=\operatorname{var}\left(T^{-1 / 2} \sum_{t=1}^{T} S_{t}\right)$ is positive definite for $T$ sufficiently large, where $S_{t}=\left(q \psi_{\theta}\left(v_{t}\right), q v_{t}^{*}-u_{t}^{*}\right)^{\prime} \otimes x_{t}$ and $\otimes$ is the Kronecker product.

Proposition 3 Suppose that Assumptions 1,3-4 hold. Then,

$$
D_{T}^{-1 / 2} T^{1 / 2}\left(\tilde{\alpha}-\alpha_{0}-B_{\alpha}\right) \xrightarrow{d} N(0, I),
$$

where $D_{T}=M V_{T} M^{\prime}$ and $M=R\left[I,-Q_{0} Q^{-1}\right]$.

The asymptotic normality of the slope coefficients is easily derived using Proposition 3 by truncating the vector of parameters. Let $\alpha_{0(1)}$ and $\alpha_{0(2)}$ be the intercept and slope coefficients respectively. We also decompose the $2 \operatorname{SQR}(\theta, q)$ accordingly: $\quad \tilde{\alpha}^{\prime}=\left(\tilde{\alpha}_{0(1)}, \tilde{\alpha}_{0(2)}^{\prime}\right)$. Under the same conditions as in Proposition 3, we have $N_{T}^{-1 / 2} T^{1 / 2}\left(\tilde{\alpha}_{0(2)}-\alpha_{0(2)}\right) \xrightarrow{d} N(0, I)$, where $N_{T}=M_{2} V_{T} M_{2}^{\prime}$ and $M_{2}$ is the last $\left(K_{1}+G-1\right)$ rows in $M$.

At this stage, we have shown that it is possible to obtain useful asymptotic properties of the $2 \operatorname{SQR}(\theta, q)$ for a given value of $q$. Now, the main interest of introducing parameter $q$ in the problem is to provide an opportunity to improve efficiency. This can be done trying several values of $q$ or using prior information of values of $q$ that worked well for past estimations. One may also want to adopt a more systematic approach and replace $q$ by its optimal value obtained by minimising the asymptotic covariance matrix for which we derived an explicit expression. We now discuss such estimator of $q$ and the impact that it may have on the $2 \operatorname{SQR}(\theta, q)$.

The estimation of parameter $q$ as a minimand of the asymptotic covariance matrix of the $2 \mathrm{SQR}(\theta, q)$ raises a series of difficulties. First, there is no unique way of minimising a covariance matrix when the dimension is greater then one. One possibility is to select a matrix norm (e.g., trace or determinant) that will be minimised. Another one is to focus on one coefficient of interest, for example the coefficient of the return to education in
wage equations, and to minimise only the asymptotic standard error for this coefficient. Moreover, in the iid case, unique values of $q^{*}$ can be reached. Second, in general, no explicit formula may be available for $q^{*}$. This would make the whole estimation process less straightforward and implies to use numerical estimation techniques.

In the case of least-squares plus quantile regression estimation, using $q=1$ and $E\left(V_{t}\right)=0$ in the asymptotic representation in Proposition 1 would allow the researcher to avoid the occurrence of an asymptotic bias. By contrast, using different values for $q$ would introduce an asymptotic bias isolated in the intercept term; but the asymptotic variance of the consistent slope estimates can be reduced. Since the bias can be easily corrected, one should try to improve efficiency in two-stage estimations whose results are often insufficiently accurate for the needs of applied researchers.

We focus on a case where an explicit formula for an estimator fo $q, \hat{q}$, can be exhibited, which allows us to convey the intuition of the DGP features driving the estimation properties. Finally, we shall present Monte Carlo simulation results showing how the estimators based on $q=1, q=q^{*}$ and $q=\hat{q}$ differ. Suppose that (i) the sequence $\left\{\left(x_{t}^{\prime}, u_{t}, v_{t}\right)\right\}$ is i.i.d. and (i) $f_{t}\left(0 \mid x_{t}\right)=f(0)$. Then, the limiting distribution in Proposition 3 simplifies as follows:

$$
T^{1 / 2}\left(\tilde{\alpha}-\alpha_{0}-B_{\alpha}\right) \xrightarrow{d} N\left(0, \sigma_{0}^{2}(q) Q_{z z}^{-1}\right),
$$

where $\sigma_{0}^{2}(q)=E\left(\zeta_{t}^{2}\right), \zeta_{t}=q f(0)^{-1} \psi_{\theta}\left(v_{t}\right)+u_{t}^{*}-q v_{t}^{*}$ and $Q_{z z}=H\left(\Pi_{0}^{*}\right)^{\prime} Q H\left(\Pi_{0}^{*}\right)$. Hence, in this case, the optimal choice for $q$ can be obtained by minimising $\sigma_{0}^{2}(q)$ and it is given by

$$
\begin{equation*}
q^{*}=\frac{E\left(v_{t}^{*} u_{t}^{*}\right)-f(0)^{-1} E\left(\psi_{\theta}\left(v_{t}\right) u_{t}^{*}\right)}{f(0)^{-2} \theta(1-\theta)+E\left(v_{t}^{* 2}\right)-2 f(0)^{-1} E\left(\psi_{\theta}\left(v_{t}\right) v_{t}^{*}\right)} \tag{7}
\end{equation*}
$$

Using the 'plug-in principle,' a consistent estimator for $q^{*}$ is easily obtained based on any consistent kernel-estimator $\hat{f}(0)$ for $f(0)$;

$$
\begin{equation*}
\hat{q}=\frac{\sum_{t=1}^{T} \tilde{v}_{t}^{*} \tilde{u}_{t}^{*}-\hat{f}(0)^{-1} \sum_{t=1}^{T} \psi_{\theta}\left(\tilde{v}_{t}\right) \tilde{u}_{t}^{*}}{T \cdot \hat{f}(0)^{-2} \theta(1-\theta)+\sum_{t=1}^{T} \tilde{v}_{t}^{* 2}-2 \hat{f}(0)^{-1} \sum_{t=1}^{T} \psi_{\theta}\left(\tilde{v}_{t}\right) \tilde{v}_{t}^{*}} \tag{8}
\end{equation*}
$$

where $\tilde{u}_{t}^{*}=\tilde{v}_{t}^{*}-\tilde{V}_{t}^{*} \hat{\gamma}, \tilde{v}_{t}^{*}=y_{t}-x_{t}^{\prime} \tilde{\pi}, \tilde{V}_{t}^{*}=Y_{t}-x_{t}^{\prime} \tilde{\Pi}, \tilde{v}_{t}=y_{t}-x_{t}^{\prime} \hat{\pi}_{\theta}$ and $\hat{\pi}_{\theta}=\underset{\pi}{\arg \min } \sum_{t=1}^{T} \rho_{\theta}\left(y_{t}-x_{t}^{\prime} \pi\right)$. The proof is straightforward and hence is omitted.

## 6 Monte Carlo Simulations

We conduct simulation experiments to investigate the finite sample properties of the $2 \operatorname{SQR}(\theta, q)$ in three cases: (i) the benchmark case $(q=1)$, (ii)
when the optimal value $\left(q=q^{*}\right)$ is used and finally (iii) when our consistent estimator $(q=\hat{q})$ is used.

The data generating process used in the simulations is described in Appendix $B$. The equation of interest is over-identified and the parameter values are $\beta_{0}^{\prime}=(1,0.2)$ and $\gamma_{0}=0.5$. We generate the error terms by using three alternative distributions: the standard normal $\mathrm{N}(0,1)$, the Student- $t$ with 3 degrees of freedom $t(3)$ and the Lognormal LN( 0,1$)$. The exogenous variables $x_{t}$ are drawn from a normal distribution at each of the 1,000 replications. For each replication, we estimate the parameter values $\beta_{0}$ and $\gamma_{0}$ and the deviations of the estimates from the true values. Then, we compute the sample mean and sample standard deviation of these deviations over the 1,000 replications. The optimal value $q^{*}$ for different values of $\theta$ and for different error distributions is obtained by simulating the formula in (7) while $\hat{q}$ is calculated through (8).

The results for the $2 \operatorname{SQR}(\theta, q)$ with $\mathrm{N}(0,1)$ errors are in Table 1. The cases $q=1, q=q^{*}$ and $q=\hat{q}$ are respectively shown in Tables $1(\mathrm{a}), 1(\mathrm{~b})$ and $1(\mathrm{c})$. In all cases, as predicted by the results in Sections 4 and 5 , the intercept estimate is systematically biased and the biases do not diminish as the sample size increases. On the other hand, the $2 \operatorname{SQR}(\theta, q)$ provides unbiased estimates for the slope parameters ( $\beta_{10}$ and $\gamma_{0}$ ) for all choices of $q$ and all values of $\theta$. This outcome on the intercept and slope estimates also takes place for Tables 2 and 3 based on $t(3)$ and $\mathrm{LN}(0,1)$ distributions. Table 1(b) shows that using the optimal value $q^{*}$ (whose simulated values are shown in the first row of the table) dramatically improves the accuracy of the $2 \operatorname{SQR}(\theta, q)$ in comparison with the benchmark case in Table 1(a); the efficiency gain ranges from $14 \%$ up to $50 \%$ depending on the value of $\theta$. Generally, the gain is larger for extreme quantiles $(\theta=0.05$ and 0.95$)$ than for the middle quantiles $(\theta=0.25,0.5$ and 0.75$)$; specifically the ranges are $46 \%-50 \%$ for $\theta=0.05,17 \%-24 \%$ for $\theta=0.25,14 \%-22 \%$ for $\theta=0.5,21 \%-23 \%$ for $\theta=0.75$ and $45 \%-47 \%$ for $\theta=0.95$.

Actually in empirical work, the true value of $q^{*}$ is not known even though $\hat{q}$ will be close to $q^{*}$ in large samples. Hence, it is interesting to investigate the use of $\hat{q}$ on the $2 \operatorname{SQR}(\theta, q)$ in small samples. The results for normal errors are in Table $1(\mathrm{c})$ where we also provide simulation means and standard deviations of $\hat{q}$ for different values of $T$ and $\theta$. The table demonstrates that with sample size as low as $T=50$, the use of $\hat{q}$ can result in substantial efficiency gains ( $35 \%-50 \%$ for $\theta=0.05,17 \%-24 \%$ for $\theta=0.25,14 \%-22 \%$ for $\theta=0.5,21 \%-23 \%$ for $\theta=0.75$ and $35 \%-47 \%$ for $\theta=0.95)$ as compared with the case $q=1$ The estimation accuracy of $\hat{q}$ improves as the sample size increases to $T=300$ and the efficiency gain becomes larger. In fact, with $T=300$, it does not make any difference whether to use either $\hat{q}$ or $q^{*}$.

As expected when the errors are generated from $t(3)$ with fat tails, the standard deviations of the sampling distributions of the $2 \mathrm{SQR}(\theta, q)$ are much larger than that obtained when the errors are normal. When $t(3)$ is used to
generate the error terms (Table 2), even with $q^{*}$ the percentage reductions in standard deviation are small for middle quantiles. However, with extreme quantiles, substantial reductions can be achieved ( $55 \%-63 \%$ for $\theta=0.05$ and $57 \%-60 \%$ for $\theta=0.95$ ). When $\hat{q}$ is used (Table 2(c)), there are cases where the standard deviation of the $2 \operatorname{SQR}(\theta, q)$ increases by $0.08 \%-1.25 \%$ when $T=50$ and $\theta=0.5$. This is expected because in these cases there is no gain even with $q^{*}$ and the estimation of $\hat{q}$ just adds noise to the process. As the sample size grows to 300 , the negligible negative gains disappear and the performance of the $2 \operatorname{SQR}(\theta, q)$ based on $\hat{q}$ is nearly identical to the one based on $q^{*}$ despite the fact that the estimated values of $\hat{q}$ are not very close to $q^{*}$. It seems likely that the surface of the function $\sigma_{0}^{2}(q)$ is very flat around $q^{*}$ in these cases.

Finally, we turn to the lognormal distribution case whose results are displayed in Tables 3(a)-3(c). The standard deviations rise even more in the this case, indicating that the $2 \operatorname{SQR}(\theta, q)$ may be particularly sensitive to asymmetry of error distributions. When the true value $q^{*}$ is employed, the efficiency gain is phenomenal, regardless the values of $T$ and $\theta$; the results do not vary much with $T$ and large variance reductions are achieved for all quantiles. It is well known that when the distribution is skewed to the right, parameter estimation by quantile regression for large quantiles are generally very poor. The simulation results show that this is the precisely the case in which our method can generate the maximum efficiency gain. Table 3(c) shows that, when $\hat{q}$ is used, there can be a large efficiency loss ( $29 \%-56 \%$ as compared with results based on $q=1$ ) for small sample size ( $T=50$ ) and for small quantile $(\theta=0.05)$, although the general case is of efficiency gains. However, as with the other error distribution cases, when the sample size increase to $T=300$, the use of $\hat{q}$ delivers large efficiency gains for all quantiles

## 7 Conclusion

We analyse in this paper the transmission of the asymptotic bias in twostage estimation procedures where the first stage is asymptotically biased. We exhibit the algebraic structure that describe the bias transmission in the asymptotic representation of the estimator. This enables us to show that even for general cases with endogenous variables, an asymptotic bias occurring only on the intercept of the first-stage estimation is integrally and exclusively transmitted to the intercept for the second-stage estimation.

To illustrate this issue, we fully develop the case of the two-stage quantile regression estimators with random regressors, dependent and non identically distributed error terms when the first stage is implemented with least-squares estimators. These results permit valid inferences in models estimated using quantile regressions, in which the possible endogeneity of
some explanatory variables is treated via ancillary predictive equations.
Moreover, for the two-stage quantile regressions substantial variance reduction is obtained in the context of two-stage estimation by reformulating the dependent variable by using predictions from the reduced-form estimation. This approach alleviates a frequently mentioned disadvantage of quantile regressions, namely their small efficiency.
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## Appendix A: Proofs

Proof of Lemma 1: Using Assumptions 1, 3(ii) and 3(v) and the fact that the quantile influence function $\psi_{\theta}(\cdot)$ is bounded, Theorem II. 8 in Andrews (1990) implies

$$
\sup _{\|\Delta\|<L}\left\|M_{T}(\Delta)-M_{T}(0)-\left\{E M_{T}(\Delta)-E M_{T}(0)\right\}\right\|=o_{p}(1) .
$$

Next, we show that $E\left(M_{T}(\Delta)\right)-E\left(M_{T}(0)\right) \rightarrow-q^{-1} Q_{0} \Delta$ as follows. Noting that $E\left(M_{T}(\Delta)\right)=E\left\{T^{-1 / 2} \sum_{t=1}^{T}\left[x_{t} \theta-x_{t} \int_{-\infty}^{q^{-1} x_{t}^{\prime} T^{-1 / 2} \Delta} f_{t}\left(v \mid x_{t}\right) d v\right]\right\}$, we have

$$
\begin{aligned}
& E\left(M_{T}(\Delta)\right)-E\left(M_{T}(0)\right) \\
= & -E\left\{T^{-1 / 2} \sum_{t=1}^{T}\left[x_{t} \int_{0}^{q^{-1} x_{t}^{\prime} T^{-1 / 2} \Delta} f_{t}\left(v \mid x_{t}\right) d v\right]\right\} \\
= & -E\left\{q^{-1} T^{-1} \sum_{t=1}^{T} x_{t} x_{t}^{\prime} \Delta \frac{F_{t}\left(q^{-1} x_{t}^{\prime} T^{-1 / 2} \Delta \mid x_{t}\right)-F_{t}\left(0 \mid x_{t}\right)}{q^{-1} x_{t}^{\prime} T^{-1 / 2} \Delta}\right\},
\end{aligned}
$$

where $F_{t}\left(\cdot \mid x_{t}\right)$ is the conditional cdf of $v_{t}$. Let $G(\lambda)=q^{-1} T^{-1} \sum_{t=1}^{T} F_{t}\left(\lambda \mid x_{t}\right) x_{t} x_{t}^{\prime} \Delta$. Then, by the Mean-Value Theorem and the continuity in Assumption 3(ii), there exists $\xi_{T, t}$ between 0 and $q^{-1} x_{t}^{\prime} T^{-1 / 2} \Delta$ such that $E\left(M_{T}(\Delta)\right)-E\left(M_{T}(0)\right)=$ $-E\left\{G^{\prime}\left(\xi_{T, t}\right)\right\}=-q^{-1} E\left\{T^{-1} \sum_{t=1}^{T} f_{t}\left(\xi_{T, t} \mid x_{t}\right) x_{t} x_{t}^{\prime}\right\} \Delta$.

Let $Q_{T}=E\left[T^{-1} \sum_{t=1}^{T} f_{t}\left(\xi_{T, t} \mid x_{t}\right) x_{t} x_{t}^{\prime}\right], Q_{0 T}=E\left[T^{-1} \sum_{t=1}^{T} f_{t}\left(0 \mid x_{t}\right) x_{t} x_{t}^{\prime}\right]$
and consider the $(i, j)^{t h}$ element of $\left|Q_{T}-Q_{0 T}\right|$, which is given by

$$
\begin{aligned}
& \left|T^{-1} \sum_{t=1}^{T} E\left(\left\{f_{t}\left(\xi_{T, t} \mid x_{t}\right)-f_{t}\left(0 \mid x_{t}\right)\right\} x_{t i} x_{t j}\right)\right| \\
\leq & T^{-1} \sum_{t=1}^{T} E\left(\left|f_{t}\left(\xi_{T, t} \mid x_{t}\right)-f_{t}\left(0 \mid x_{t}\right)\right|\left|x_{t i}\right|\left|x_{t j}\right|\right) \\
\leq & L_{0} T^{-1} \sum_{t=1}^{T} E\left(\left|\xi_{T, t}\right|\left|x_{t i}\right|\left|x_{t j}\right|\right)
\end{aligned}
$$

for some constant $L_{0}$, where the first result is due to Minkowski's inequality and Jensen's inequality and the second result is obtained by the Lipschitz continuity condition in Assumption 3(ii). Next, we note that

$$
\begin{aligned}
T^{-1} \sum_{t=1}^{T} E\left(\left|\xi_{T, t}\right|\left|x_{t i}\right|\left|x_{t j}\right|\right) & \leq q^{-1} T^{-3 / 2} \sum_{t=1}^{T} E\left(\left|x_{t}^{\prime} \Delta\right|\left|x_{t i}\right|\left|x_{t j}\right|\right) \\
& \leq\|\Delta\| T^{-3 / 2} \sum_{t=1}^{T} E\left(\left\|x_{t}\right\|^{3}\right) \leq\|\Delta\| T^{-1 / 2} C \rightarrow 0
\end{aligned}
$$

for a constant $C$, where the last inequality is obtained by Assumption 3(v). Since $Q_{0}=\lim _{T \rightarrow \infty} Q_{0 T}$, we have $E\left(M_{T}(\Delta)\right)-E\left(M_{T}(0)\right) \rightarrow-q^{-1} Q_{0} \Delta$. QED.

Proof of Proposition 1: We define $\hat{\Delta}_{1}(\delta)=H(\hat{\Pi}) \delta-(1-q) T^{1 / 2}(\hat{\pi}-$ $\left.\pi_{0}-B_{\pi}\right)+T^{1 / 2}\left(\hat{\Pi}-\Pi_{0}-B_{\Pi}\right) \gamma_{0}$ for $\|\delta\| \leq L$, where $\delta \in R^{G+K_{1}}$. Using Assumption 2 and Lemma 1, it is straightforward to show that

$$
\begin{equation*}
\sup _{\|\delta\| \leq L}\left\|M_{T}\left(\hat{\Delta}_{1}(\delta)\right)-M_{T}(0)+q^{-1} Q_{0} \hat{\Delta}_{1}(\delta)\right\|=o_{p}(1) \tag{9}
\end{equation*}
$$

for any $L>0$. Next, we define $\hat{\Delta}=T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)$. Then, one can show:

$$
\begin{equation*}
M_{T}\left(\hat{\Delta}_{1}(\hat{\Delta})\right)=o_{p}(1) \tag{10}
\end{equation*}
$$

because $T^{1 / 2} H(\hat{\Pi})^{\prime} M_{T}\left(\hat{\Delta}_{1}(\hat{\Delta})\right)=\left[\left.\frac{\partial S_{T}}{\partial \alpha}\right|_{\alpha=\hat{\alpha}}\right]_{-}$. Here, $H(\hat{\Pi})$ is bounded in probability: $H(\hat{\Pi})=O_{p}(1)$ by Assumption 2, and $\left[\left.\frac{\partial S_{T}}{\partial \alpha}\right|_{\alpha=\hat{\alpha}}\right]_{-}$is $o_{p}(1)$ because it is the vector of left-hand-side partial derivatives of the objective function in (4), evaluated at the solution $\hat{\alpha}$.

The next step is to show that $\hat{\Delta}=T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)=O_{p}(1)$. Using the same argument as in Lemma 5.2 of Jureckova (1977), it can be proven that (9) implies that for any $\epsilon>0$, there exist $L>0, \eta>0$ and a positive integer $T_{0}$ such that

$$
\begin{equation*}
P\left(\min _{\|\Delta\| \geq L}\left\|M_{T}\left(\hat{\Delta}_{1}(\hat{\Delta})\right)\right\|\right)<\epsilon \tag{11}
\end{equation*}
$$

for any $T>T_{0}$. Hence, if $\hat{\Delta}=T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)$ is not bounded in probability, then (11) implies that $M_{T}\left(\hat{\Delta_{1}}(\hat{\Delta})\right) \neq o_{p}(1)$, which contradicts (10). Therefore, we have

$$
\begin{equation*}
\hat{\Delta}=T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)=O_{p}(1) . \tag{12}
\end{equation*}
$$

Therefore, the results in (9), (10) and (12) imply

$$
\begin{equation*}
q^{-1} Q_{0} \hat{\Delta}_{1}(\hat{\Delta})=M_{T}(0)+o_{p}(1) \tag{13}
\end{equation*}
$$

By rearranging terms in (13), we have the asymptotic representation for the $2 \operatorname{SQR}(\theta, q)$ :

$$
\begin{aligned}
T^{1 / 2}\left(\hat{\alpha}-\alpha_{0}-B_{\alpha}\right)= & Q_{z z}^{*-1} H\left(\Pi_{0}^{*}\right)^{\prime}\left\{T^{-1 / 2} \sum_{t=1}^{T} x_{t} q \psi_{\theta}\left(v_{t}\right)\right. \\
& +(1-q) Q_{0} T^{1 / 2}\left(\hat{\pi}-\pi_{0}-B_{\pi}\right) \\
& \left.-Q_{0} T^{1 / 2}\left(\hat{\Pi}-\Pi_{0}-B_{\Pi}\right) \gamma_{0}\right\}+o_{p}(1)
\end{aligned}
$$

where $B_{\alpha}, Q_{z z}^{*}$, and $\Pi_{0}^{*}$ are defined in the proposition. QED.
Proof of Proposition 2: On the one hand, $Q_{0}=\left[\begin{array}{cc}Q_{1} & Q_{2}\end{array}\right]$ where $Q_{1}$ is a $K \times 1$ matrix and $Q_{2}$ is a $K \times(K-1)$ matrix. On the other hand, $H\left(\Pi_{0}^{*}\right)=$
 that $R Q_{1}=\left[\begin{array}{l}1 \\ 0_{\left(K_{1}+G-1\right) \times 1}\end{array}\right]$. Let $A=R Q_{0}$ that is a $\left(G+K_{1}\right) \times K$ matrix. Since $R Q_{1}$ is the first column of $A$, we just need to show that the first column of $A$ is composed of a one at the first line and of zeros elsewhere. Let $a^{\prime}$ be the first column of $A$. We have $A H\left(\Pi_{0}^{*}\right)=R Q_{0} H\left(\Pi_{0}^{*}\right)=I_{(G+K 1)}$ by definition of $R$. It follows that the first column of $A H\left(\Pi_{0}^{*}\right)$ is $a^{\prime}$ due to the arrangement of elements in $H\left(\Pi_{0}^{*}\right)$ in Proposition 2, while the first column of $I_{\left(G+K_{1}\right)}$ is $(1,0, \ldots, 0)^{\prime}$. Hence, $R Q_{1}=\left[\begin{array}{l}1 \\ 0_{\left(K_{1}+G-1\right) \times 1}\end{array}\right]$. QED.

Proof of Proposition 3: Replacing the asymptotic representation of the first stage and collecting terms in the asymptotic representation for the $2 \operatorname{SQR}(\theta, q)$ with LS first-stage estimators gives

$$
T^{1 / 2}\left(\tilde{\alpha}-\alpha_{0}-B_{\alpha}\right)=M T^{-1 / 2} \sum_{t=1}^{T} S_{t}+o_{p}(1)
$$

where $M=R\left[I,-Q_{0} Q^{-1}\right]$ and $S_{t}=\left(q \psi_{\theta}\left(v_{t}\right), q v_{t}^{*}-u_{t}^{*}\right)^{\prime} \otimes x_{t}$.
Note that since $x_{t}^{\prime}, u_{t}, v_{t}$ are strong-mixing by assumption, and $S_{t}$ is a measurable function of $x_{t}^{\prime}, u_{t}, v_{t}$, it follows that $S_{t}$ is also strong-mixing.

Next, $E\left(S_{t}\right)=0$ by Assumptions 3(iv) and 4(ii). Finally, Assumption 4(i) provides all the moment conditions necessary to invoke Theorem 5.20 of White (2001). Hence, we have:

$$
V_{T}^{-1 / 2} T^{-1 / 2} \sum_{t=1}^{T} S_{t} \xrightarrow{d} N(0, I)
$$

which in turn implies that

$$
D_{T}^{-1 / 2} T^{-1 / 2}\left(\tilde{\alpha}-\alpha_{0}-B_{\alpha}\right) \xrightarrow{d} N(0, I)
$$

where $D_{T}=M V_{T} M^{\prime}$. QED.

## Appendix B: Simulation Design

The structural system is given by $B\left[\begin{array}{c}y_{t}^{\prime} \\ Y_{t}^{\prime}\end{array}\right]+\Gamma x_{t}^{\prime}=U_{t}^{\prime}$, where $\left[\begin{array}{c}y_{t}^{\prime} \\ Y_{t}^{\prime}\end{array}\right]$ is a $2 \times 1$ vector of endogenous variables, $x_{t}^{\prime}$ is a $4 \times 1$ vector of exogenous variables with the first element set to one, $U_{t}^{\prime}$ is a $2 \times 1$ vector of errors, $B=$ $\left[\begin{array}{cc}1 & -0.5 \\ -0.7 & 1\end{array}\right]$ and $\Gamma=\left[\begin{array}{llll}-1 & -0.2 & 0 & 0 \\ -1 & 0 & -0.4 & -0.5\end{array}\right]$. We are interested in the first equation of the system and the system is over-identified by the zero restrictions $\Gamma_{13}=\Gamma_{14}=\Gamma_{22}=0$. Here, the parameters in (1) are $\gamma_{0}=0.5$ and $\beta_{0}^{\prime}=(1,0.2), X_{1}$ is the first two columns in $X$ and $u$ is the first column in $U$. The above structural equation can be written as $\left[\begin{array}{cc}y & Y\end{array}\right] B^{\prime}=-X \Gamma^{\prime}+U$, which gives the following reduced form equations $\left[\begin{array}{ll}y & Y\end{array}\right]=X\left[\begin{array}{ll}\pi_{0} & \Pi_{0}\end{array}\right]+\left[\begin{array}{ll}v & V\end{array}\right]$, where $\left[\begin{array}{cc}\pi_{0} & \Pi_{0}\end{array}\right]=-\Gamma^{\prime}\left(B^{\prime}\right)^{-1}$ and $\left[\begin{array}{ll}v & V\end{array}\right]=U\left(B^{\prime}\right)^{-1}$. We obtain $\pi_{0}^{\prime}=(2.3,0.3,0.3,-0.15)$ and $\Pi_{0}^{\prime}=$ (2.6, 0.2, 0.6, -0.3).

First, the errors [ $\left.\begin{array}{ll}v & V\end{array}\right]$ in the reduced form equations are generated so that Assumption 3 is satisfied: $v=v^{e}-F_{v^{e}}^{-1}(\theta)$ and $V=V^{e}-F_{V^{e}}^{-1}(\theta)$, where $v^{e}$ and $V^{e}$ are generated for the different simulation sets by using the three distributions $\mathrm{N}(0,1), t(3)$ and $\mathrm{LN}(0,1)$ with correlation coefficient -0.1 , and $F_{v^{e}}^{-1}(\theta)$ and $F_{V e}^{-1}(\theta)$ are the inverse cumulative functions of $v^{e}$ and $V^{e}$ evaluated at $\theta$. Then, the second to fourth columns in $X$ are generated using the normal distribution with zero means and covariances, and unit variances. Finally, we generate the endogenous variables [ $\left.\begin{array}{ll}y & Y\end{array}\right]$ using the reduced-form equations.

Table 1(a). Simulation Means and Standard Deviations of $2 \operatorname{SQR}(\theta, q=1): \mathrm{N}(0,1)$.

|  |  | $\theta$ | 0.05 | 0.25 | 0.50 | 0.75 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}_{0}$ | Mean | -0.75 | -0.35 | -0.01 | 0.31 | 0.77 |
|  |  | Std | 2.18 | 1.15 | 0.83 | 0.67 | 0.58 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.35 | 0.23 | 0.21 | 0.23 | 0.35 |
|  | $\widetilde{\gamma}$ | Mean | -0.01 | 0.00 | 0.00 | 0.01 | 0.00 |
|  |  | Std | 0.51 | 0.34 | 0.31 | 0.33 | 0.49 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | -0.84 | -0.34 | -0.01 | 0.33 | 0.81 |
|  |  | Std | 0.83 | 0.43 | 0.33 | 0.26 | 0.22 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.14 | 0.09 | 0.09 | 0.09 | 0.13 |
|  | $\tilde{\gamma}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 |
|  |  | Std | 0.19 | 0.12 | 0.12 | 0.13 | 0.19 |

Table 1(b). Simulation Means and Standard Deviations of $2 \operatorname{SQR}\left(\theta, q=q^{*}\right): \mathrm{N}(0,1)$.

|  |  | $\begin{gathered} \theta \\ \left(q^{*}\right) \end{gathered}$ | $\begin{array}{r} 0.05 \\ (0.0013) \end{array}$ | $\begin{array}{r} 0.25 \\ (-0.0003) \end{array}$ | $\begin{array}{r} 0.50 \\ (0.0002) \end{array}$ | $\begin{array}{r} 0.75 \\ (0.0003) \end{array}$ | $\begin{array}{r} 0.95 \\ (0.0027) \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}_{0}$ | Mean | 0.59 | 0.23 | -0.01 | -0.26 | -0.62 |
|  |  | Std | 1.19 | 0.89 | 0.71 | 0.54 | 0.36 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.19 | 0.19 | 0.18 | 0.18 | 0.19 |
|  | $\widetilde{\gamma}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.27 | 0.26 | 0.26 | 0.26 | 0.27 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | 0.72 | 0.29 | -0.01 | -0.31 | -0.74 |
|  |  | Std | 0.44 | 0.34 | 0.27 | 0.21 | 0.14 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 |
|  | $\widetilde{\gamma}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 |

Table 1(c). Simulation Means and Standard Deviations of $2 \operatorname{SQR}(\theta, q=\hat{q}): \mathrm{N}(0,1)$.

|  |  | $\theta$ | 0.05 | 0.25 | 0.50 | 0.75 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}$ | Mean | 0.22 | 0.15 | -0.01 | -0.20 | -0.26 |
|  |  | Std | 1.49 | 0.91 | 0.72 | 0.54 | 0.40 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.22 | 0.19 | 0.18 | 0.19 | 0.22 |
|  | $\widetilde{\gamma}$ | Mean | 0.01 | 0.01 | 0.00 | 0.01 | 0.01 |
|  |  | Std | 0.33 | 0.26 | 0.26 | 0.27 | 0.32 |
|  | $\hat{q}$ | Mean | 0.19 | -0.01 | -0.05 | 0.07 | 0.31 |
|  |  | Std | 0.33 | 0.23 | 0.20 | 0.20 | 0.20 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | 0.62 | 0.25 | -0.01 | -0.27 | -0.62 |
|  |  | Std | 0.46 | 0.34 | 0.27 | 0.21 | 0.16 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 |
|  | $\widetilde{\gamma}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 |
|  | $\hat{q}$ | Mean | 0.08 | 0.00 | -0.05 | 0.00 | 0.10 |
|  |  | Std | 0.09 | 0.11 | 0.12 | 0.11 | 0.09 |

Table 2(a). Simulation Means and Standard Deviations of $2 \operatorname{SQR}(\theta, q=1): t$ (3).

|  |  | $\theta$ | 0.05 | 0.25 | 0.50 | 0.75 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}_{0}$ | Mean | -120 | -0.36 | 0.01 | 0.45 | 1.36 |
|  |  | Std | 6.94 | 1.56 | 1.08 | 0.99 | 1.04 |
|  | $\widetilde{\beta}_{1}$ | Mean | -0.01 | -0.01 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.89 | 0.32 | 0.26 | 0.32 | 0.80 |
|  | $\tilde{\gamma}$ | Mean | -0.03 | -0.01 | 0.00 | -0.02 | -0.06 |
|  |  | Std | 1.43 | 0.45 | 0.40 | 0.51 | 1.19 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | -1.21 | -0.37 | 0.03 | 0.40 | 1.21 |
|  |  | Std | 2.09 | 0.57 | 0.38 | 0.33 | 0.33 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | -0.01 | 0.00 | -0.01 | 0.00 |
|  |  | Std | 0.29 | 0.12 | 0.11 | 0.12 | 0.30 |
|  | $\tilde{\gamma}$ | Mean | 0.00 | 0.00 | -0.01 | 0.00 | 0.00 |
|  |  | Std | 0.41 | 0.16 | 0.14 | 0.17 | 0.42 |

Table 2(b). Simulation Means and Standard Deviations of $2 \operatorname{SQR}\left(\theta, q=q^{*}\right): t(3)$.


Table 2(c). Simulation Means and Standard Deviations of $2 \operatorname{SQR}(\theta, q=\hat{q}): t(3)$.

|  |  | $\theta$ | 0.05 | 0.25 | 0.50 | 0.75 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}_{0}$ | Mean | 0.26 | 0.13 | 0.05 | -0.04 | -0.24 |
|  |  | Std | 5.18 | 1.69 | 1.19 | 0.87 | 0.93 |
|  | $\widetilde{\beta}_{1}$ | Mean | -0.03 | -0.01 | -0.01 | -0.01 | -0.02 |
|  |  | Std | 0.54 | 0.30 | 0.28 | 0.29 | 0.43 |
|  | $\widetilde{\gamma}$ | Mean | -0.01 | -0.02 | -0.02 | -0.01 | 0.01 |
|  |  | Std | 1.08 | 0.50 | 0.45 | 0.46 | 0.75 |
|  | $\hat{q}$ | Mean | 0.16 | 0.27 | 0.29 | 0.30 | 0.28 |
|  |  | Std | 0.63 | 0.28 | 0.24 | 0.25 | 0.44 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | 0.89 | 0.04 | 0.03 | -0.01 | -0.85 |
|  |  | Std | 0.93 | 0.55 | 0.38 | 0.32 | 0.28 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  | Std | 0.13 | 0.11 | 0.11 | 0.12 | 0.13 |
|  | $\widetilde{\gamma}$ | Mean | -0.01 | 0.00 | -0.01 | -0.01 | 0.00 |
|  |  | Std | 0.17 | 0.15 | 0.14 | 0.16 | 0.18 |
|  | $\hat{q}$ | Mean | 0.02 | 0.46 | 0.57 | 0.46 | 0.05 |
|  |  | Std | 0.16 | 0.18 | 0.14 | 0.17 | 0.16 |

Table 3(a). Simulation Means and Standard Deviations of $2 \operatorname{SQR}(\theta, q=1): \mathrm{LN}(0,1)$.

|  |  | $\theta$ | 0.05 | 0.25 | 0.50 | 0.75 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}_{0}$ | Mean | -0.68 | -0.50 | -0.26 | 0.24 | 2.89 |
|  |  | Std | 0.25 | 0.18 | 0.17 | 0.57 | 8.74 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.01 | 0.00 | -0.01 | -0.04 |
|  |  | Std | 0.17 | 0.16 | 0.17 | 0.34 | 1.51 |
|  | $\widetilde{\gamma}$ | Mean | -0.03 | -0.03 | -0.01 | 0.03 | 0.22 |
|  |  | Std | 0.25 | 0.23 | 0.26 | 0.48 | 2.07 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | -0.73 | -0.56 | -0.32 | 0.17 | 1.94 |
|  |  | Std | 0.09 | 0.07 | 0.07 | 0.22 | 3.54 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 |
|  |  | Std | 0.06 | 0.06 | 0.07 | 0.14 | 0.59 |
|  | $\tilde{\gamma}$ | Mean | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 |
|  |  | Std | 0.09 | 0.09 | 0.09 | 0.18 | 0.83 |

Table 3(b). Simulation Means and Standard Deviations of $2 \operatorname{SQR}\left(\theta, q=q^{*}\right): \operatorname{LN}(0,1)$.


Table 3(c). Simulation Means and Standard Deviations of $2 \operatorname{SQR}(\theta, q=\hat{q}): \operatorname{LN}(0,1)$.

|  |  | $\theta$ | 0.05 | 0.25 | 0.50 | 0.75 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T=50$ | $\widetilde{\beta}$ | Mean | 0.00 | 0.15 | 0.12 | -0.08 | -1.26 |
|  |  | Std | 0.49 | 0.20 | 0.16 | 0.36 | 5.69 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.02 | 0.01 | 0.01 | 0.01 | 0.00 |
|  |  | Std | 0.22 | 0.13 | 0.13 | 0.21 | 0.71 |
|  | $\widetilde{\gamma}$ | Mean | -0.07 | -0.04 | -0.02 | -0.01 | -0.05 |
|  |  | Std | 0.39 | 0.24 | 0.22 | 0.39 | 1.33 |
|  | $\hat{q}$ | Mean | 0.52 | 0.37 | 0.31 | 0.14 | 0.01 |
|  |  | Std | 0.21 | 0.15 | 0.17 | 0.26 | 0.57 |
|  |  |  |  |  |  |  |  |
| $T=300$ | $\widetilde{\beta}_{0}$ | Mean | -0.01 | 0.05 | 0.02 | -0.10 | -1.48 |
|  |  | Std | 0.13 | 0.09 | 0.07 | 0.12 | 0.76 |
|  | $\widetilde{\beta}_{1}$ | Mean | 0.00 | 0.00 | 0.00 | 0.01 | 0.00 |
|  |  | Std | 0.02 | 0.03 | 0.05 | 0.07 | 0.12 |
|  | $\tilde{\gamma}$ | Mean | -0.01 | -0.01 | -0.01 | -0.01 | 0.00 |
|  |  | Std | 0.05 | 0.05 | 0.06 | 0.11 | 0.19 |
|  | $\hat{q}$ | Mean | 0.51 | 0.46 | 0.46 | 0.21 | -0.09 |
|  |  | Std | 0.08 | 0.07 | 0.07 | 0.18 | 0.14 |


[^0]:    ${ }^{1}$ Malinvaud (1970), Amemiya (1985).
    ${ }^{2}$ Heckman (1976), Newey (1985), Pagan (1986), Newey (1989), Newey (1994).

[^1]:    ${ }^{3}$ Buchinsky (1995, 98), Jalan and Ravallion (1998), Machado and Mata (2001).
    ${ }^{4}$ Mata and Machado (1996).
    ${ }^{5}$ Engle and Manganelli (1999), Granger and Sin (2000).
    ${ }^{6}$ Lipsitz et al. (1997).
    ${ }^{7}$ Koenker and Bassett (1978, 82), Bassett and Koenker (1978, 86), Powell (1983), Weiss (1990), Phillips (1991), Pollard (1991).

[^2]:    ${ }^{8}$ The sequence $\left\{W_{t}\right\}$ of random variables is strong mixing if $\alpha(s)$ decreases towards 0 as $s \rightarrow \infty$, where

    $$
    \alpha(s)=\sup _{t} \sup _{A \in F_{-\infty}^{t} ; B \in F_{t+s}^{\infty}}|P(A \cap B)-P(A) P(B)|
    $$

    for $s \geq 1$ and where $F_{s}^{t}$ denote the $\sigma$-field generated by $\left(W_{s}, \ldots, W_{t}\right)$ for $-\infty \leq s \leq t \leq \infty$. The sequence is called strong mixing of size $-a$ if $\alpha(s)=O\left(s^{-a-\varepsilon}\right)$ for some $\varepsilon>0$.

[^3]:    ${ }^{9}$ Note that in the iid case, the term $f\left(F^{-1}(\theta)\right)^{-1}$ typically appears in the variance formula of a quantile estimator (Koenker and Bassett, 1978). However, due to Assumption $1(\mathrm{iv}), F^{-1}(\theta)$ is now zero so that we have $f(0)^{-1}$ instead in the iid case.

[^4]:    ${ }^{10}$ Other derivations of asymptotic representations of quantile regression estimators have been developed (Phillips, 1991, Pollard, 1991), which involve slightly different assumptions. They have not been applied to 2SQR estimators.

[^5]:    ${ }^{11} \mathrm{~A}$ common approach in the literature is to normalise the model on a measure of central tendency (Koenker and Bassett, 1978).
    ${ }^{12} \mathrm{By}$ definition of the independence, the parameters of the marginal distribution of the $x_{t}$ can be factorized in the joint distribution, and disappear in the conditionning.

[^6]:    ${ }^{13}$ Arias et al. (2001), Garcia et al. (2001).

