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What is Machine Learning ?

2

Machine Learning
A relatively new approach to data analytics, which places itself in
the intersection between statistics, computer science, and artificial
intelligence

ML objective
Turning information into knowledge and value by “letting the
data speak”
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Supervised, Unsupervised, Reinforcement Learning
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Optimal Forward
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Regression

Global
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models
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Nonparametricf(X) = E(Y|X)

Supervised Machine Learning Methods
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Hyper-parameter tuning
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Software
for ML
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General purpose 
ML platform 

Deep Learning
platform 

Deep Learning
platform 

Software
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Python/Stata fully 
integrated platform via 

the SFI environment

Various ML packages but 
poor deep learning 

libraries

Software

Statistics and Machine Learning Toolbox
Deep Learning Toolbox

c_ml_stata &  r_ml_stata (by G. Cerulli, 2020) Python Scikit-learn platform
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ML regression and classification with 

r_ml_stata & c_ml_stata



12

Stata command r_ml_stata

Regression
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Stata command c_ml_stata

Classification
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Practical 
implementation 

Nearest neighbor regression 
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10-fold cross-validation results
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In-sample predictions
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Out-of-sample prediction

-1
0

1
2

3

0 5 10 15 20
Units' identifier

Actual Out-sample prediction
LEARNER: nearestneighbor



25

Example
Comparing multiple learners

Guessing whether a “new” car is a “foreign” or “domestic” one
based on a series of characteristics, including price, number of
repairs, weight, etc
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Cross-validation
Cross-validation maximum of
the classification test accuracy
over a grid of learners' tuning
parameters.

Accuracy measure: “error rate”
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Comparing learner performance
Forest plot for comparing mean and
standard deviation of different
learners. Classification setting
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