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Abstract

In this paper I derive conditions on the fundamentals of general equilibrium models
that allow for a generalization of finitely many examples to statements about (infinite)
classes of economies and I show how these approximate generalizations can be applied
in computational experiments.

If there exist upper bounds on the number of connected components of one-dimensional
linear subsets of the set of parameters for which a conjecture is true, one can conclude
that it is correct for all parameter values in the class considered, except for a small
residual set, once one has verified it for a predetermined finite set of points. I spell out
assumptions on economic fundamentals which ensure that these bounds on the number
of connected components exist, and that the residual set can be bounded from above.

I argue that utility- and production functions used in applied equilibrium analysis
satisfy these conditions. Using the theoretical results, I show how computational ex-
periments can be used to explore qualitative and quantitative implications of economic
models. I give examples for actual upper bounds in realistically calibrated economies
and discuss both deterministic and random algorithms for generalizing examples in these
economies.
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1 Introduction

Computational methods are widely used as a tool to study quantitative features of non-linear
general equilibrium models. For a given example-economy, i.e. a given specification of pref-
erences, technologies and market-arrangements these methods compute an (approximate)
equilibrium and allow for quantitative statements about one equilibrium of the example-
economy. In general, it is not feasible to use computational methods to prove that for all
parameter values in a given (infinite) set these quantitative features of the model hold. Even
a billion examples cannot prove a proposition which describes a continuum of different cases.
However, under weak assumptions on the economic model, sufficiently many examples can
tell us something about the size of the set of exogenous parameters for which the proposition
is true. It is possible to use computational experiments to formulate general conjectures
and to infer from the experiments that these conjectures are correct except perhaps for a
small set of parameters. This method is applicable to competitive equilibrium models as
well as to models with strategic interaction.

I consider economic questions which can be formulated as a statement (which I call
formula1) which takes the form φ(e, a) where e is a vector of exogenous variables and a is
a vector summarizing relevant quantitative properties of the endogenous and/or exogenous
variables. For example, for a model with asset markets a typical statement might be there
exist prices and allocations such that markets clear and agents’ first order conditions hold
and excess returns on stocks are above a percent when the coefficient of risk aversion and
individual endowments are given by e. Of course, purely qualitative statements of the form
φ(e) are a special case of the general framework.

I assume that the exogenous variables lie in some compact set E ⊂ Rl. Suppose a series
of computational experiments can find some ā such that the statement is true for all e in a
given finite set of parameter values i.e. for all e ∈ F . I introduce assumptions on φ which
ensure that for any ε > 0, the set F can be constructed so that one can infer that φ is true
for all elements in E except for a subset with Lebesgue measure smaller than ε.

This is quite simple if the set of interest, Φ = {e ∈ E : φ(e) holds}, can be shown to
be convex. Unfortunately, in interesting economic problems this is almost never the case.
However, depending on utility and production functions (for example if they are all Cobb-
Douglas) it might be the case that the set Φ can be described as the Boolean combination
of sets of the form

{x ∈ Rl : f(x) > 0} or {x ∈ Rl : g(x) = 0}

for polynomials with real coefficients f and g, i.e. they are semi-algebraic sets. For semi-
algebraic sets one can explicitly bound the number of connected components.

Koiran (1995) shows that if there exist upper bounds on the number of connected
1As will be made precise below I consider sentences in a first order language underlying an o-minimal

expansion of the real field. For now the reader should think of this simply as a well defined statement which

is either true or false.
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components of the intersection of axes-parallel lines and the set Φ one can construct lower
bounds on the size of the set Φ by knowing that φ holds at sufficiently many points in a
grid. More specifically, Koiran shows that if the bound is given by λ and if φ(ē) holds for all
ē on a grid, F = [1/N, ..., 1]l, then the l-dimensional Lebesgue measure of Φā ∩ [0, 1]l is at
least 1− lλ/N . The problem of proving that conjectures hold approximately thus reduces to
finding bounds on the number of connected components of the set defined by the economic
statement.

While it turns out that for many economic problems the sets of interest will not be semi-
algebraic, I will argue that they are definable in an ‘o-minimal’ structure, as in Richter and
Wong (1999) and Blume and Zame (1993) (what this means will be explained in Section
2). This ensures that there exist bounds on the relevant number of connected components.
In particular, utility functions and production functions used in applied work are almost
always ’Pfaffian functions’ (see e.g. Khovanskii (1991) for definitions and motivations) and
I show how the available bounds from Gabrielov and Vorobjov (2004) on the number of con-
nected components of the set of solutions to Pfaffian equations can be used to derive upper
bounds on the number of connected components of sets which are relevant for computational
experiments.

In applied general equilibrium analysis two practical problems occur which make a direct
application of the methods difficult.

First, due to rounding and truncation errors it is often not possible to compute exact
equilibria and one has to resort to ε-equilibria instead. In this case, given a ē ∈ E one often
cannot determine whether φ(ē) holds. Instead, all one can verify is that there exists some ẽ
with ‖ẽ− ē‖ < ε such that φ(ẽ) holds (see Kubler and Schmedders (2005) for a discussion of
approximate and exact equilibria). I show that by using bounds on the number of connected
components of the intersection of Φ with axes-parallel cylinders, the basic argument can be
extended to this case. Verifying a conjecture about exact equilibria at sufficiently many ε-
equilibria allows statements about the size of the set of parameters for which the conjecture
holds. This gives a justification for the commonly used practice to consider ε-equilibria in
applications.

Secondly, interesting formulas φ contain existential quantifiers (such as ‘there exist al-
locations and prices such that agents optimize and markets clear and...’) and even for
semi-algebraic economies (i.e. for economies where all fundamentals can be described by
polynomial inequalities and equalities) known bounds on the number of connected compo-
nents grow exponentially as the dimension of the sets grows. Moreover, even with a fixed
number of connected components, the number of examples one has to compute grows ex-
ponentially with the dimension of E. It turns out that, even for medium-sized problems,
the methods are therefore often not directly applicable. An alternative is to use a random
algorithm and to make statements about the size of the set of interest which are correct
with high probability (see Judd (1997) or Blum et al. (1998)). Using a pseudo-random
number generator, one can randomly draw values for the exogenous parameters and after
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sufficiently many draws, for any given δ, my results then imply bounds on the probability
that the true residual set is less than δ. These random algorithms are applicable even for
problems for which known bounds on the number of connected components are relatively
large, as long as they are orders of magnitude smaller than the errors in the computations.

The paper is organized as follows. In Section 2, I provide the necessary mathematical re-
sults. Section 3 explains how these results can be used in computational general equilibrium
analysis and gives examples of computational experiments. Section 4 concludes.

2 Approximate generalizations

The key idea of the paper is to consider models where one can find bounds on the number
of connected components of the sets of interest. In order to state the theorem which gives
sufficient conditions to ensure that the number of connected components can be bounded,
I use some notation from model theory. The following section gives a very brief overview
and introduces some notation. See Marker (2002) for an introduction to model theory.

2.1 A little model theory

I consider a structure on the real numbers R which I denote by M. The underlying first
order language, L , includes as primitives at least +, −, · and <. Given the primitive
functions, one can construct an expanded class of functions by repeated composition of
these basic functions. These are called terms. Basic formulas are t1 = t2, t1 < t2 for terms
t1, t2. Recursively, from the basic formulas, one constructs formulas by Boolean operations
(’and’, ’or’ and ’not’) and by existential quantification over R. I write φ(e1, ..., el, a1, ..., am)
for a L-formula with free variables (e, a) ∈ Rl ×Rm and write M |= φ(ē, ā) to express that
φ(ē, ā) is true in M (one might be tempted to simply write φ(ē, ā) to indicate that the
statement is true - however, this notation allows to differentiate between the statement and
saying that the statement is true in the structure M).

It will be assumed throughout of the paper2 that the economic statement of interest
can be expressed as an L-formula which I write as φ(e, a), where e ∈ Rl can be interpreted
as the exogenous variables and a ∈ Rm describes quantitative features of the equilibrium;
M |= φ(ē, ā) will simply mean that at ē the property φ(ē, ā) holds.

A set Φ ∈ Rl is called definable if there is an L formula φ(x) such that

Φ = {x̄ : M |= φ(x̄)}.

Throughout this paper, definable means definable with parameters, i.e. I will consider sets
which are definable using constants from R (see van den Dries (1998, page 22)). A function
is called definable if its graph is a definable set.

2In Section 3, I give concrete examples of economies and computational experiments which fit this frame-

work.
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2.1.1 Computational experiments

Ideally computational experiments take as given ē ∈ Rl and find some ā ∈ Rm such that

M |= φ(ē, ā).

Most existing algorithm used in practice only find one of possibly several solutions and
often the algorithm only finds an approximate solution. The fact that they only find one
solution limits the economic statements one can consider (for example, one can generally
not make statement about all solutions), but is irrelevant for the approximate generalization
suggested in this paper – I will give a concrete description of computational experiments in
general equilibrium analysis in Section 3. The fact that only approximate solutions can be
obtained often means that the computational experiment can only determine an ε > 0 such
that there exists a ẽ with ‖ẽ − ē‖ ≤ ε and M |= φ(ẽ, ā). I show below that for sufficiently
small ε this is sufficient for approximate generalizations.

Even if the experiment can be conducted at ‘low’ computational cost, it can only be
be repeated for finitely many different values of e. While one can often assume that it is
known that all interesting values of e lie in some compact set E ⊂ Rl, it is unfortunately
computationally infeasible (or, depending on the underlying structure even impossible) to
find some ā such that for all ē ∈ E the statement is true. i.e. such that

M |= ∀ē[φ(ē, ā) ∨ ¬[ē ∈ E]].

As explained in the introduction I instead want to derive a statement about how ‘likely’ it
is that there exists ẽ for which the statement cannot possibly be true after one has verified
that M |= φ(ē, ā) for sufficiently many appropriately chosen ē ∈ E. I assume that E is
a compact, Lebesgue-measurable and definable subset of Rl, E = {x : M |= η(e)}, for
some L formula η, and denote the l-dimensional Lebesgue measure by ν. This leads to the
definition of an approximately correct statement

Definition 1 Assume that for ā ∈ Rm, {ē : M |= φ(ē, ā) ∧ η(ē)} is ν-measurable. Then the

statement

∀ē[φ(ē, ā) ∨ ¬η(ē)]

is said to be δ-approximately correct if

ν({ē : M |= φ(ē, ā) ∧ η(ē)})
ν({ē : M |= η(ē)})

> 1− δ.

While in general one cannot rule out that there exist some e ∈ E for which the statement
is false it might often be useful to find bounds on the size of sets of variables for which the
conjecture might be wrong. I call this set the potentially exceptional set and show in
Corollary 1 below that a bound on the number of connected components of the intersection
of Φ and axes-parallel cylinders can be used to make a statement on δ, i.e. bound the size
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of the potentially exceptional set. The method will say nothing about where this set might
be located, in particular the exceptional set might be empty. This statement is, of course,
much weaker than showing that the statement is true for all elements of E but the point is
that in many applications this is just not possible.

The philosophy is somewhat related with the idea underlying genericity analysis for
smooth economies. There one is concerned with showing that the exceptional set has mea-
sure zero. It might very well be possible that all of the economically relevant specifications
fall into the residual set of measure zero, but it is simply not true (or cannot be shown) that
the residual set is empty. Of course, there is a huge quantitative difference between showing
that the residual set has small positive measure and showing that it has zero measure - in
this respect generic results are much stronger than the ones aimed for in this paper.

2.1.2 O-minimality

In this paper, I argue that virtually all economies that are examined in applied work are
definable in an o-minimal expansion of the real field R. A structure M is said to be o-
minimal if for any definable set X ⊂ R there are finitely many intervals I1, ..., In with
endpoints in R ∪ {−∞,+∞} and a finite set X0 such that

X = X0 ∪ I1 ∪ ... ∪ In.

It is beyond the scope of this paper to discuss the assumption of o-minimality in detail. It
will be made clear below that this assumption is very useful for the analysis. For an thorough
reference on o-minimal structures see van den Dries (1998). A well known example of an
o-minimal structure is the ordered field of real numbers, terms in the underlying language
are simply polynomials and definable sets are the semi-algebraic sets. It will become clear
below that for some economic applications this structure is actually rich enough. However,
in many cases one wants to include exponentiation in the underlying first order language,
this does not destroy o-minimality (see Wilkie (1994)). In Section 2.1.3 I give an example
of an o-minimal structure which is particularly interesting for economic applications.

The following 2 theorems are important for our analysis. The first theorem is a standard
result for o-minimal structures (see e.g. van den Dries (1998)).

Theorem 1 Let Φ ⊂ Rl be a definable set in an o-minimal expansion of R. There is a uniform

bound B such that for any affine set L ⊂ Rl, the set Φ∩L has at most B connected components.

A set is affine if it can be defined by a system of linear equations. Berarducci and Servi
(2004) show that there are algorithms to compute upper bounds on B from the defining
formula φ. In practice, however, this result is rather useless for obtaining actual bounds.
In Section 2.3 below, I give specific examples in which bounds can be easily derived from
the defining formulas.
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The second result that is important for the analysis of this paper follows from the
cell-decomposition theorem (see van den Dries (1998) for a statement and proof of the
cell-decomposition theorem).

Theorem 2 If M is an o-minimal expansion of R, all definable sets are Lebesgue-measurable.

2.1.3 O-minimal economic models

Given an o-minimal structure, preferences over consumption bundles in some definable set
X, �, are called definable if all better sets are definable, i.e. for all x ∈ X, {y : y �
x} is definable in M. Richter and Wong (2000) prove that definable preferences can be
represented by definable utility functions. It is easy to see that definable utility functions
give rise to definable best response correspondences and that in pure exchange economies the
equilibrium manifold is definable if preferences are definable. Blume and Zame (1992) apply
o-minimality to consumer theory and general equilibrium analysis and prove a definable
analogue of Debreu’s theorem on generic local uniqueness.

Both Blume and Zame and Richter and Wong argue that the assumption that preferences
and technologies are definable in an o-minimal structure is very natural and satisfied in
almost all (finite) applied general equilibrium models. I want to apply Theorems 1-2 to
examine sets that are defined by quantitative statements which can be expressed as first
order formulas in an o-minimal structure.

To give concrete examples of utility functions which are frequently used in applications
and which can be defined in an o-minimal structure it is useful to define Pfaffian functions.
The definition is from Khovanskii (1991) who shows that these functions maintain many of
the finiteness properties of polynomials.

Definition 2 A Pfaffian chain of order r ≥ 0 and degree α ≥ 1 in an open domain G ⊂ Rn

is a sequence of analytic functions f1, ..., fr in G satisfying differential equations

dfj(x) =
∑

1≤i≤n

gij(x, f1(x), ..., fj(x))dxi

for 1 ≤ j ≤ r. The gij are polynomial in x = (x1, ..., xn), y1, ..., yj of degree not exceeding

α. A function f(x) = p(x, f1(x), ..., fr(x)), with p being a polynomial of degree β is called a

Pfaffian function of order r and degree (α, β).

The following simple facts about Pfaffian functions are easy to verify.

• exp(x) is a Pfaffian function of order 1 and degree (1, 1) in R; f(x) = log(x) is a
Pfaffian function of order 2 and degree (2,1) on R++ since f ′(x) = 1/x and f ′′(x) =
−(f ′(x))2.

• Given two Pfaffian functions of order r with the same underlying chain and degrees
(α1, β2) and (α2, β2) respectively the sum is a Pfaffian function of order r and degree
(max(α1, α2),max(β1, β2)).
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The product of the two functions is Pfaffian of order r and degree (max(α1, α2), β1 +
β2).

• A partial derivative of a Pfaffian function of order r and degree (α, β) is a Pfaffian
function with the same Pfaffian chain of order r and degree (α, α+ β − 1)

This shows that all commonly used utility function (e.g. CES, LRT) as well as first
order conditions for agents’ optimality can be written as Pfaffian functions. Wilkie (1996)
proved that the structure generated by Pfaffian functions is o-minimal. Hence almost all
finite economies considered in applied work are definable in an o-minimal structure.

2.2 The main result

I now show how bounds on the number of connected components can be used to obtain
approximately correct conjectures. The main theorem in this section is a generalization of
Koiran (1995). The proofs are fairly straightforward generalizations of Koiran’s proofs but
they are included for completeness.

For simplicity, it is assumed that the set of unknown parameters, E, is the unit cube
in Rl, i.e. E = [0, 1]l (as long as the true set of interest can be mapped into a cube by
a continuous, measure-preserving and o-minimal function, the argument can be modified
relatively easily - this will become clearer in Section 3). For a positive integer N define F
to be the set of evenly spaced grid-points with distance 1/N , i.e. F = {1/N, 2/N, ..., 1}l.
Throughout, fix ‖.‖ to denote the 2-norm, it is trivial to alter the argument for other norms
but the 2-norm will prove useful in deriving actual bounds below.

Suppose that the computational experiment finds an ā and ε, 1/N > ε ≥ 0, such that
for all e ∈ F there is ẽ with ‖ẽ− e‖ ≤ ε and with

M |= φ(ē, ā).

Given ā, define the set

Φ = {ē : M |= φ(ē, ā)} ∩ [0, 1]l

(to simplify notation I drop the subscript a and define Φ to be a subset of [0, 1]l right
away). The goal is to give good lower bounds on the size (Lebesgue measure) of Φ. Define
a generalized indicator function =ε(x) to be 1 if here is a y ∈ Φ with ‖y − x‖ ≤ ε and zero
otherwise. For ε = 0 this is the simple indicator function and the Lebesgue measure of Φ is
given by

∫
[0,1]l =

0(x)dx.
For x ∈ F , define a cylinder of radius ε centered around (x1, ..., xī−1, xī+1, ..., xl) by

Cε
−ī(x) = {y ∈ Rl : ‖yi − xi‖ ≤ ε for i 6= ī}.

For a set A denote by κ(A) the number of connected components. The following lemma
generalizes Lemma 2 in Koiran (1995).
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Lemma 1 Given x̄ ∈ F , define Q = Cε
−1(x̄)∩Φ. Denote by κ(Q) the number of its connected

components. Then∣∣∣∣∣
∫ 1

0
=ε(y, x̄2, ..., x̄l)dy −

1
N

N∑
i=1

=ε(i/N, x̄2, ..., x̄l)

∣∣∣∣∣ ≤ κ(Q)/N.

Proof. The set of x ∈ Cε
−1 for which =ε(x) = 1 can be written as the union of K disjoint

connected pieces with K ≤ κ, i.e. there exist a1 < b1 < ... < aK < bK such that

{x ∈ Cε
−1 : =ε(x) = 1} = ∪K

k=1{x ∈ Cε
−1, x1 ∈ [ak, bk]}.

Then ∣∣∣∣∣ 1
N

N∑
i=1

=ε(i/N, x̄2, ..., x̄l)−
∫ 1

0
=ε(y, x̄2, ..., x̄l)dy

∣∣∣∣∣ ≤
K∑

k=1

∣∣∣∣∣∣
∫ bk

ak

=ε(y, x̄2, ..., x̄l)dy −
1
N

∑
i:ak≤i/N≤bk

=ε(i/N, x̄2, ..., x̄l)

∣∣∣∣∣∣
The definition of =ε implies that for all k∣∣∣∣∣∣

∫ bk

ak

=ε(y, x̄2, ..., x̄l)dy −
1
N

∑
i:ak≤i/N≤bK

=ε(i/N, x̄2, ..., x̄l)

∣∣∣∣∣∣ ≤ 1/N.

The result follows directly from this. �

Define λ to be the maximal number of connected components across all intersections of
Φ with all possible cylinders Cε, i.e.

λ = max
i=1,...,l;x∈F

κ(Cε
−i(x) ∩ Φ).

The following theorem is the main tool for the analysis in this paper.

Theorem 3 Given a bound on connected components λ, one can estimate the size of Φ from

verifying φ on a grid as follows.∣∣∣∣∣∣ 1
N l

N∑
i1,...,il

=ε(i1/N, ..., il/N)−
∫

[0,1]l
=0(x)dx

∣∣∣∣∣∣ ≤ l + 2ε
N

λ (1)

Proof.
The theorem is proved by induction. For l = 1, one only needs to modify the last step

of the proof of Lemma 1 and obtains∣∣∣∣∣ 1
N

N∑
i=1

=ε(i/N)−
∫

[0,1]
=0(x)dx

∣∣∣∣∣ ≤ κ(Φ)(1 + 2ε)/N
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For l > 1, the induction goes as follows follows.

∣∣∣∣∣∣ 1
N l

N∑
i1,...,il

=ε(i1/N, ..., il/N)−
∫

[0,1]l
=0(x)dx

∣∣∣∣∣∣ ≤

∣∣∣∣∣∣
∫

[0,1]

1
N l−1

N∑
i2,...,il

=ε(x1, i2/N, ..., il/N)dx1 −
∫

[0,1]l
=0(x)dx

∣∣∣∣∣∣ +

∣∣∣∣∣∣ 1
N l

N∑
i1,...,il

=ε(i1/N, ..., il/N)−
∫

[0,1]

1
N l−1

N∑
i2,...,il

=ε(x1, i2/N, ..., il/N)dx1

∣∣∣∣∣∣ .
Assuming that (1) holds for l − 1, one obtains that for all x1 ∈ [0, 1],∣∣∣∣∣∣ 1

N l−1

N∑
i2,...,il

=ε(x1, i2/N, ..., il/N)−
∫

[0,1]l−1

=0(x1, x̃)dx̃

∣∣∣∣∣∣ ≤ λ
l − 1 + 2ε

N
.

By Lemma 1,∣∣∣∣∣∣ 1
N l

N∑
i1,...,il

=ε(i1/N, ..., il/N)−
∫

[0,1]

1
N l−1

N∑
i2,...,il

=ε(x1, i2/N, ..., il/N)dx1

∣∣∣∣∣∣ ≤ λ

N
.

The result then follows by integrating the first term over [0, 1] and adding the result to
the second expression. �

Koiran (1995) considers the (important) special case ε = 0. With bounds on the number
of connected components of the intersection of Φ with axes parallel lines this provides a
method for bounding the measure of Φ. In practice, these bounds are often orders of
magnitude better than bounds on connected components of the intersection with general
cylinders Cε.

It is unclear, if the bounds in the theorem are tight and if the choice of the grid-points is
optimal. In particular, the question whether one can find points in higher dimension which
do not require the number of points to grow at the exponential rate of Equation 1 is subject
to further research.

The theorem immediately implies the following corollary which is the central theoretical
result of the paper.

Corollary 1 Given a class of o-minimal economies parameterized by E = [0, 1]l and a sen-

tence φ(e), for any δ > 0 one can compute a finite N such that if φ(ē) holds for all points

ē ∈ {1/N, ..., 1}N , then φ is δ-approximately correct according to Definition 1.

The methods introduced in this section are obviously not the only ones, one can use
to show that a given formula holds for a rich class of parameters. Since the real closed
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field is decidable, one can apply algorithmic quantifier elimination and use an algorithm to
verify if a given semi-algebraic statement of interest is true for all parameters in a given
(semi-algebraic) set (see e.g. Basu et al (2003)). However, for more complicated structures
decidability is an open problem and there are certainly no algorithm available for quantifier
elimination at this time. Moreover, even for the semi-algebraic case, the methods in this
paper seem to be much more tractable than quantifier elimination.

In applying these method, the ’only’ challenge is to find reasonable bounds on λ. For
general formulas good upper bounds are fairly difficult to obtain, however, computational
experiments usually consider very specific formulas, for which it is easy to obtain bounds.

2.3 Bounds on connected components of solutions to equations

In order to bound the number of connected components of relevant sets arising in computa-
tional experiments, I will use two results that bound the number of connected components
of solutions to definable systems of equations. Given definable functions f : G ⊂ Rl → Rn,
what is the maximal number of connected components of

S = {x : f(x) = 0} ⊂ Rl.

I discuss two cases, in the first case, f consists only of polynomial functions. The second
case considers semi-Pfaffian sets, i.e. f1, ..., fn are Pfaffian functions. The following bounds
are, to the best of my knowledge, the best currently known. However, it is clear that these
are upper bounds which are often not obtained in economic applications. In particular,
there is a large gap between known upper and lower bounds in the Pfaffian case.

Semi-algebraic sets

The following bound is from Rojas (2000). Suppose f1, ..., fn are polynomial and G = Rl.
Consider the convex hull of the union of the l unit vectors in Rl together with the origin
and the exponents of all monomials in the equalities which define S (i.e. for the monomial
xα1

1 ...xαl
l one would take the vector α ∈ Rl). For a set Q ⊂ Rl denote by vol(Q) the l-

dimensional volume which is standardized to obtain volume 1 for the l-dimensional simplex.
Then the number of connected components of S, κ(S) can be bounded as follows.

κ(S) ≤ 2l−1vol(Q) (2)

Semi-Pfaffian sets

The following result is from Gabrielov and Vorobjov (2004). Suppose all fi, 1 ≤ i ≤ n are
Pfaffian functions on a domain G ⊂ Rl, with either G = Rl or G = Rl

++, having common
Pfaffian chain of order r and degrees (α, βi) respectively. Let β = maxi βi. Then the number
of connected components of {x : f1(x) = ... = fn(x) = 0} does not exceed

2
r(r−1)

2
+1β(α+ 2β − 1)l−1((2l − 1)(α+ β)− 2l + 2)r (3)
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3 Computational experiments in general equilibrium

I now give an abstract description of computational experiments in general equilibrium
analysis, provide two concrete examples to illustrate the analysis and show how the math-
ematical results from the previous section can be used to derive general conjectures from
these experiments.

Throughout this section, I fix an o-minimal structure M and assume that the economic
statement of interest, for a given specification of exogenous variables, e, can be written as
follows.

φ(e, a) ↔ ∃(x1, ..., xk) ∈ Rn :

h1(x1, e) = 0
...

hk(xk, e) = 0
ψ(x1, ..., xk, e, a) > 0

(4)

where h1, ..., hk and ψ are definable functions. For each i = 1, ..., k the (possibly multivari-
ate) function hi should be understood to summarize the equilibrium conditions for a given
economy, i.e. they consist of necessary and sufficient first order conditions together with
market clearing or in the simplest case simply of the aggregate excess demand functions.
The vector xi is supposed to contain all endogenous variables (e.g. allocations and prices)
for this economy. Different hi correspond to different specifications of the economy, for ex-
ample h1 could summarize the equilibrium conditions for an economy without taxes while
in h2 some taxes are introduced to the economy. The function ψ makes the comparative
statics comparisons which are of interest in the particular application.

Before explaining how bounds on the number of connected components can be computed,
I give, as an illustration, two concrete examples and show how they fit into the general
framework of Equation (4).

Example 1

The first example considers a simple qualitative comparative statics exercise. A motivation
and a theoretical examination can be found in Geanakoplos and Kubler (2003). Consider
a model of an exchange economy with two periods and a single perishable good. There are
S possible states s = 1, ..., S in the second period, and the first period state is denoted by
s = 0. There are two agents, A and B, with initial endowments eh ≡ (eh0 , ẽ

h) ∈ RS+1
++ and

time-separable, von Neumann-Morgenstern utility functions

Uh(x) = uh(x0) +
S∑

s=1

πsu
h(xs)

with strictly increasing, strictly concave and C2 functions uh for h = A,B. I assume the
state probabilities πs are identical across agents. Suppose that agents can only trade via a
single safe asset paying 1 unit of the good in states s = 1, ..., S. Denote agent h’s holding
of the asset by θh ∈ R, and the price of the asset by q.

12



It is well known that even though the incomplete market equilibrium is generally not
Pareto-optimal, the Arrow-Debreu equilibrium might not Pareto-dominate it. Some agents
might lose through the price effect of financial innovations. In fact, the price effect will
always hurt some agent in that he is not able to afford his incomplete markets consumption
at the new Arrow Debreu prices. It is then an interesting question to examine under which
conditions the lender is always observably better off in the complete markets equilibrium,
i.e. at the new prices he could have afforded his old consumption bundle.

In order to tackle this question, one can use a computational experiment. One has to fix
the number of states to some S and assume that utility functions belong to some parametric
class of Pfaffian functions. An example is the class of utility functions exhibiting linear risk
tolerance, i.e. u′(x)/u′′(x) is a linear function in x. The exogenous variables are individual
endowments ehs as well as parameters of the utility function and probabilities πs, h = A,B,
s = 0, ..., S.

Assuming that first order conditions are necessary and sufficient, the statement φ then
is as follows.
∃(q, θ, c0, c1, c2) :

−qu′A(eA0 − qθ) +
S∑

s=1

πsu
′
A(eAs + θ) = 0

−qu′B(eB0 + qθ) +
S∑

s=1

πsu
′
B(eBs − θ) = 0

u′A(c1)
u′A(c0)

−
u′B(e1 − c1)
u′B(e0 − c0)

= 0

u′A(c2)
u′A(c0)

−
u′B(e2 − c2)
u′B(e0 − c0)

= 0

u′A(c0)(c0 − eA0 ) +
S∑

s=1

πsu
′
A(cs)(cs − eAs ) = 0

θ

(
u′A(c0)(c0 − (eA0 − qθ)) +

S∑
s=1

πsu
′
A(cs)(cs − (eAs + θ))

)
> 0

Note that the last inequality describes the qualitative comparative statics statement
because if A is the borrower, he must be observably worse off for the statement to be true.
Since all functions are Pfaffian, there exist bounds on the number of connected components
and one can bound the size of the set of parameters for which the lender observably gains.

Example 2

The second example re-examines a famous result in applied general equilibrium analysis.
Following Shoven (1976), I ask about the welfare effects of capital taxation in the two-sector
model of the US economy. While Shoven provided results only for fixed preferences and
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production functions, one can use the methods of this paper to assess how robust these
results are if one considers a whole class of functions.

One important aspect of Shoven’s analysis is that unknown exogenous parameters are
’calibrated’ so that in the equilibrium with taxes, the model matches key aspects of aggregate
data. In this case, it is not straightforward to map the set of exogenous parameters E into
the unit cube. I explain how some of the exogenous variables can be chosen to ensure
that the benchmark model matches observed quantities. The statement of interest then
quantifies over these, given values for the ’free’ parameters.

In a static economy, 2 consumption goods are produced by 2 sectors, j = 1, 2 using
as input capital and labor. Production functions are CES and therefore specified up to
unknown parameters ξ = (β1, γ1, σ1, β2, γ2, σ2),

fj(yl, yk; ξ) = γj(βjy
σj

l + (1− βj)y
σj

k )1/σj .

Two individuals, i = 1, 2, are endowed with capital and labor (ki, li). Prices are (p1, p2, pk, pl),
throughout I normalize pl = 1. Utilities are CES, hence individual demand functions are
specified up to unknown parameters ζ = (α1, ν1, α2, ν2) and endowments,

xi(p; li, ki, ζ) =

 pkki+li

αip
1−νi
1 +(1−αi)p

1−νi
2

αi

p
νi
1

pkki+li

αip
1−νi
1 +(1−αi)p

1−νi
2

1−αi

p
νi
2

 .

In the benchmark equilibrium there is a tax on capital for one sector, τ , the revenue is
distributed among the two agents in equal shares. Since only nominal quantities are known,
Shoven sets all prices to be equal to one in the benchmark equilibrium (this is without loss
of generality).

Given individual endowments in capital and labor as well as exogenous parameters in
demand- and production functions, k, l, ξ, ζ, which ensure that the equilibrium with the
tax matches aggregate quantities (i.e. total labor input, capital input and total output
per sector), the computational experiment then measures the effects on GDP (measured
at old prices) of abolishing the tax on capital in sector 1. Of course, for many values of
exogenous variables, the benchmark equilibrium will not match observed quantities. In order
to examine for which range of exogenous parameters the statement is true one therefore
needs to decide which parameters one can choose freely and which are pinned down by
the benchmark equilibrium. For example it is reasonable to pin down endowments of the
second agent by aggregate endowments of capital and labor. One could then use aggregate
output to pin down γ1 and γ2 in the production function and use aggregate consumption
to pin down αi for i = 1, 2. The free variables are then l1, k1, σj , βj , j = 1, 2 and ν1, ν2.
The crucial inside is to quantify not only over the endogenous variables but also over those
exogenous variables that are determined by the benchmark equilibrium.

Given values for the free exogenous variables a classical computational experiment thus
‘measures’ a such that ∃(p1, p2, pk), (ȳjk, ȳjl)j=1,2, (yjk, yjl)j=1,2 as well as l2, k2, γ1, γ2, α1, α2
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with

x1(1, l1, k1, ζ) + x2(1, l2, k2, ζ) = X

fj(ȳjk, ȳjl; ξ) = Xj , j = 1, 2
∂fj(ȳj ; ξ)

∂l
= 1, j = 1, 2

∂f1(ȳ1; ξ)
∂k

= (1− τ)

∂f2(ȳ2; ξ)
∂k

= 1

ȳ1k + ȳ2k = K

ȳ1l + ȳ2l = L

k1 + k2 = K

l1 + l2 = L

as well as

x1
j (p, l

1, k1, ζ) + x2
j (p, l

2, k2, ζ) = fj(yjk, yjl; ξ), j = 1, 2
∂fj(yj ; ξ)

∂l
= pl, j = 1, 2

∂fj(yj ; ξ)
∂k

= pk, j = 1, 2

y1k + y2k = K

y1l + y2l = L

f1(y1k, y1l; ξ) + f2(y2k, y2l; ξ) > a(X1 +X2)

After suitable rescaling this experiment can be conducted on a grid of free exogenous vari-
ables. Since (again) all functions are Pfaffian, the number of connected components can
be bounded and one can make statements about the relative size of the set of preference
and technology parameters for which the abolishment of taxes leads to a GDP growth of at
least a percent.

3.1 Bounding the number of connected components

Suppose that equilibria can be computed with error3 ε ≥ 0 and that for some large N the
computational experiment finds ā such that for all e ∈ {1/N, ..., 1}l, there is a ē ∈ [0, 1]l

with ‖ē− e‖ ≤ ε and with
M |= φ(ē, ā).

In order to bound from below the size (Lebesgue measure) of the set {e ∈ E : M |= φ(e, ā)}
and to apply the results from Section 2, one needs to bound the number of connected

3In Appendix A, I provide a justification for the special case ε = 0. Considering this case separately is

worthwhile because the available bounds on the number of connected components are much sharper.
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components of Φ ∩ Cε where Cε is a generic axis-parallel cylinder in Rl. I.e. for a given ī,
consider the system of inequalities (4) with the additional equation

‖(e1, ...eī−1, eī+1, ..., el)− (ē1, ..., ēī−1, ēī+1, ..., ēl)‖ ≤ ε (5)

The following simple result on the number of connected components will be key for the
analysis to follow.

Theorem 4 Let x = (x1, x2). Given a definable set Φ = {x ∈ Rl : M |= φ(x)} with κ(Φ)
connected components, the projection

Px1(Φ) = {x1 : M |= ∃x2φ(x1, x2)}

is definable and has at most κ(Φ) connected components.

To prove Theorem 4 simply observe that if there are two points y1, y2 ∈ Px1(Φ) there
must exist z1, z2 such that (y1, z1), (y2, z2) ∈ Φ. If there is no continuous path between y1

and y2, since projection is continuous, there can obviously be none between (y1, z1) and
(y2, z2).

The theorem implies that it suffices to consider the number of connected components of

Qī = {(x1, ..., xk, e) ∈ Rm × Rl : hi(xi, e) = 0, i = 1, ..., k
ψ(x, e, a) < 0∑l

i6=ī(ei − ēi)2 ≤ ε2}
(6)

for some generic ē ∈ F .
Note that by examining the set in the space Rm×E, the dimension increases substantially

and the bounds become large fairly fast.

3.1.1 Strict and weak inequalities

The bounds (2) and (3) from Section 2 apply to solutions to systems of equations, while (6)
also consists of inequalities.

Weak inequalities can turned into strict inequalities by adding a slack variable. The
number of connected components of {x ∈ Rn : f(x) = 0 ∧ g(x) ≤ 0} is no larger then the
number of connected components of {(x, y) ∈ Rn+1 : f(x) = 0 ∧ g(x) + y2 = 0}.

Strict inequalities can be turned into inequalities in the following way. Given J inequal-
ities g1(x) > 0, ..., gJ(x) > 0 and a system of equations f(x) = 0 the number of connected
components of

{x : f(x) = 0 ∧ g1(x) > 0 ∧ ... ∧ gJ(x) > 0}

is bounded by the number of connected components of

{x : f(x) = 0 ∧ g1(x) 6= 0 ∧ ... ∧ gJ(x) 6= 0}
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which is bounded by the number of connected components of

{(x, γ) : 1− γΠJ
j=1gj(x) = 0}.

It follows from Rojas (2000) that generally the number of connected components grows
slower in the number of inequalities if these are strict inequalities rather than weak ones.
This is the reason why I defined computational experiments to make statements about strict
inequality.

If the function ψ is multivariate, i.e. ψ(x, e, a) = (ψ1(x, e, a), ..., ψn(x, e, a)), bounds on
the number of connected components of Qī might grow exponentially with the number of
inequalities. However, defining N separate sets

Qī
n = {(x1, ..., xk, e) ∈ Rm × Rl : hi(xi, e) = 0, i = 1, ..., k

ψn(x, e, a) < 0∑l
i6=ī(ei − ēi)2 ≤ ε2}

for n = 1, ..., N , one can apply Equation (1) for each set separately and by additivity of the
Lebesgue measure the total residual set cannot be larger than the sum of the residual sets
for each n.

Note that for ε = 0 the last inequality can only hold with equality and ei = ēi for all
i 6= ī. Therefore the number of unknowns and the dimension of the set whose number
of connected components one is interested in shrinks by l (the slack variable for the last
inequality as well as ei, i 6= ī). Bounds often become order of magnitudes smaller.

3.2 How many examples are necessary ?

It is a well known problem that even for the semi-algebraic case, known upper bounds on the
number of zeros or connected components are often astronomical and considering Pfaffian
functions makes matters much worse. I illustrate the problem with example 1.

To simplify matters, assume that there are only two states s = 1, 2 and that they have
known probabilities of 0.5 each. I also assume that both agents have log-utility. In this
case one can explicitly solve for the Arrow-Debreu equilibrium and the first order conditions
which characterize the incomplete market equilibrium can be written as polynomials. The
following system then characterizes the computational experiment.

∃q, θ, c : 4qθ2 + 3qθeA1 + 3qθeA2 + 2qeA1 e
A
2 − eA0 e

A
1 − eA0 e

A
2 − 2eA0 θ = 0

4qθ2 − 3qθeA1 − 3qθeB2 + 2qeB1 e
B
2 − eB0 e

B
1 − eB0 e

B
2 − 2eB0 θ = 0

c0e0e1e2 −
(

1
2
e0(eA0 e1e2 + 0.5(eA1 e0e2 + eA2 e0e1))

)
= 0

c1e0e1e2 −
(

1
2
e1(eA0 e1e2 + 0.5(eA1 e0e2 + eA2 e0e1))

)
= 0

c2e0e1e2 −
(

1
2
e2(eA0 e1e2 + 0.5(eA1 e0e2 + eA2 e0e1))

)
= 0

θ
(
2c0c1c2 −

(
c1c2(eA0 − qθ) + c0c2(eA1 + θ) + c0c1(eA2 + θ)

))
> 0
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Substituting for c0, c1, c2 and hence eliminating the last 3 equations, the inequality
simplifies considerably and reads as follows.

θ
(
eA0 e1e2 + 0.5(eA1 e0e2 + eA2 e0e1)− qθe1e2 − 0.5(θe0e2 + θe0e1)

)
> 0.

Since the system is polynomial it is reasonable to assume that equilibria can be computed
exactly (see the appendix for details). Given any s̄ = 0, 1, 2 and h̄ = 1, 2, one therefore
simply needs to bound the number of connected components of the set

{(q, θ, eh̄s̄ ) :
4qθ2 + 3qθeA1 + 3qθeA2 + 2qeA1 e

A
2 − eA0 e

A
1 − eA0 e

A
2 − 2eA0 θ = 0

4qθ2 − 3qθeA1 − 3qθeB2 + 2qeB1 e
B
2 − eB0 e

B
1 − eB0 e

B
2 − 2eB0 θ = 0

1− θ
(
eA0 e1e2 + 0.5(eA1 e0e2 + eA2 e0e1)− qθe1e2 − 0.5(θe0e2 + θe0e1)

)
= 0}

.

Using the bounds from Equation (2), I obtain that the number of connected components
is bounded by 22 × 7 = 28. Although this bound is fairly small, Equation (1) implies that
in order to bound the size of the residual set of individual endowments in R6

+ for which the
lender does not observably gain by 0.1 one needs to perform the experiment on a grid with
10×6×28 points in each direction. Even for this trivial case, one therefore has to compute
a fairly large number of examples. The main problem is that the number of points one has
to consider goes up exponentially with the dimension of unknown parameters in E. This
’curse of dimensionality’ can be partly overcome by using random methods.

3.3 A random algorithm

Suppose one has access to a random number generator and can draw uniformly and inde-
pendently random ẽ ∈ {1/N, ..., 1}l. Despite the fact that in practice one can often only
use pseudo-random numbers this is a reasonable assumption (see e.g. L’Ecuyer (2004) for
a discussion on generating random and quasi-random numbers). The random numbers
are naturally integer valued (see Blum et al. (1998) for a more elaborate discussion on
probabilistic machines) and therefore lie on a grid.

For a given ā, if after M draws, ẽ1, ..., ẽM it turns out that for each i there is an ē with
‖ē− ẽi‖ ≤ ε and with

M |= φ(ē, ā),

by the Binomial formula one obtains

Prob

 1
N l

∑
i1,...,il

=ε(i1/N, ..., il/N) < 1− δ

 ≤ (1− δ)M .

Using Equation (1) one can now infer probabilistic statements about the size of Φ from
probabilistic statements about the number of points in the finite grid for which the statement
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is true. If ε < 1/N , with a bound on the maximal number of connected components of Φ∩Cε
i ,

λ, one obtains

Prob

[∫
[0,1]l

=0(x)dx < 1− δ − l + 2ε
N

λ

]
≤ (1− δ)M (7)

See Koiran (1995) or Blum et al. (1998, Chapter 17.4) for the case ε = 0 and a discussion
of the result.

Note that the number of connected components is not relevant if N is sufficiently large.
However, in practice a bound for N arises naturally from the precision with which equilibria
can be computed, i.e. with ε. Therefore these methods are applicable if and only if the
number of connected components is several orders of magnitude smaller than 1/ε.

While these random methods are much more efficient (the number of points needed is
independent of the dimension which only enters through bounds on the number of connected
components), it is not clear how to interpret a statement like ‘29 is a prime number with
probability 0.99’. While it is well known in theoretical computer science that random algo-
rithms often reduce the complexity of the problem considerably, these algorithms usually
solve a specific problem and it can often be checked, that the candidate solution produced
by the algorithm is an actual solution (without probabilities attached). One possible in-
terpretation of Equation (7) is the following. Suppose nature draws randomly a vector of
parameters e uniformly from [0, 1]l. Equation (7) implies that the overall probability that
this parameter will lie in Φ is at least (1−δ− l+2ε

N λ)(1− (1−δ)N ). This therefore allows for
statistical statements about how likely it is that the conjecture is true for randomly selected
parameters.

4 Conclusion

Computational experiments that make statements about one specific example economy can
be generalized to infinite classes of economies when the economic fundamentals are definable
in an o-minimal structure. Corollary 1, the main theoretical result, makes precise under
which conditions finitely many examples suffice to make statements about sets of parameters
with positive Lebesgue measure.

I argue that this theoretical insight can be fruitfully put to work in applied general equi-
librium analysis. For all commonly used specifications of utility and production functions
one can easily compute how many examples are needed to make statements about large
sets of parameters. These statements are possible, even if equilibria cannot be computed
exactly.

However, it turns out that in large problems the number of examples needed is astronom-
ically high and it is therefore not feasible to make general statements using a deterministic
algorithm. Fixing the exact statement of interest ex ante, a random algorithm can be used
to make statements about the probability that a given conjecture holds for a set of relative
size 1− δ.
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Computing numerous random examples and then using statistical inference to summa-
rize the findings is not a new idea (see e.g. Judd (1997)) but has not previously been
formalized taking into account finite precision arithmetics of actual computations. The
for this method most important practical insight of this paper is about the interplay of
errors in computation, ε, and the number of connected components. One can estimate the
Lebesgue measure of the set Φ by randomly drawing examples if the number of connected
components is orders of magnitude smaller than 1/ε. Otherwise, it is not possible to even
make probabilistic statements about the size of Φ.

The most important shortcoming of the paper is its focus on finite economies. It is
subject to further research to generalize the results to recursive equilibria of dynamic models.

Appendix A: Computation of exact equilibria

For finite economies, it is well known since Scarf (1967) how to compute an ε-equilibrium
for any given economy and any ε > 0. This implies that it is possible, for any l, ε > 0 and
e to find one xl such that ‖fl(xl, e)‖ < ε. I refer to these xl as ε-equilibria.

In general it is difficult to relate these ε-equilibria to exact equilibria. However, if
the economic fundamentals are analytic, Smale’s so called ‘alpha-method’ can be used to
determine bounds on how far the computed equilibrium allocation and prices are from
an exact equilibrium. Since it is not very well known in economics, Smale’s method is
summarized for completeness. The following results are from Blum et al (1998), Chapter 8.

Let D ⊂ Rn be open and let f : D → Rn be analytic. For z ∈ D, define f (k)(z) to be
the k’th derivative of f at z. This is a multi-linear operator which maps k-tuples of vectors
in D into Rn. Define the norm of an operator A to be

‖A‖ = sup
x 6=0

‖Ax‖
‖x‖

.

Suppose that the Jacobian of f at z, f (1)(z) is invertible and define

γ(z) = sup
k≥2

∥∥∥∥∥(f (1)(z))−1f (k)(z)
k!

∥∥∥∥∥
1

(k−1)

and
β(z) = ‖(f (1)(z))−1f(z)‖.

Theorem 5 Given a z̄ ∈ D, suppose the ball of radius (1 −
√

2
2 )/γ(z̄) around z̄ is contained

in D and that

β(z̄)γ(z̄) < 0.157.

Then there exists a z̃ ∈ D with

f(z̃) = 0 and ‖z̄ − z̃‖ ≤ 2β(z̄).
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In the economic example in Section 3.2 I use Newton’s method to compute approximate
zeros. The value of the equilibrium functions at the solutions are around 10−10 and it can be
verified that β is very small and γ sufficiently large to ensure interiority of the ball around
z̄.
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