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Introduction

Motivation |

Sensitivity Analysis: Can a set of explanatory variables
robustly explain a certain dependent variable?
» Leamer (1985): Sensitivity Analysis Would Help (AER) -
analysis of the extreme bounds of regression coefficients
»
Yi = aX; + B0 +vZi + ui (1)
> Y, is some variable of interest that one wishes to explain by
the RHS variables, X; is a vector of standard explanatory
variables (all robust), C; is an explanatory variable whose

robustness needs to be tested, and Z; is a vector of potential
additional explanatory variables.
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Introduction

Motivation I

> Leamer’s extreme bound test for variable C' says that if the
lower extreme bound of 3 (the lowest value of 8 minus two
standard deviations) is negative while the upper extreme
bound for 3 (the highest value for 3 plus two standard
deviations) is positive, the variable C'is not robustly related to

Y.

» Application to growth regressions: Levine and Renelt (1992)
(AER)

» In practice: Run regressions with all possible combinations of
variables

» Implemented by Impavido (1998): eba
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000

Enhancedeba

The advantages of enhancedeba |

eba-function:

» Only Leamer's EBA

> Up to 4 explanatory variables

» Only OLS, no options (e.g. robust standard errors)
enhancedeba-function:

» Can use both Leamer’s and Sala-i-Martin's methods

v

Applicable to any dataset, cross-sectional or panel

v

Not just combinations of four variables, but any combinations
possible

v

Run any kind of regression, not just OLS
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Enhancedeba

The advantages of enhancedeba I

Avoid running regressions multiple times
> Usually:

> To test x1: run regressions reg y r1 To, regy x1 x3, reg y 1
Tq

» To test xa: run regressions regy xs X1, reg y To T3, regy Ta
Ty

» enhancedeba avoids running the same regression twice by
running all regressions and later picking out the ones that
contain each variable that needs testing.
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Problems

Enhancedeba

Enhancedeba |

Syntax: enhancedeba depvar [indepvars] [if] [in] [weight] |,
x(varlist) combinations(#) cmd options() preoptions()
level(#) noupto logfile() printlog leamer vif (#)

outputfile]
Option Explanation
x(varlist) variables that should be included in every regression
combinations()  number of variables (n) in each combination
cmd() type of regression to be run (e.g. xtreg)
options() regression-type specific options (e.g. fe)
preoptions() for commands where the options come before the comma (e.g. xi:)
level() confidence interval
noupto combinations of n variables or up to n variables
logfile() log file to record EBA results
printlog progress of EBA appears in the results window
outputfile results written to CSV
leamer uses Leamer methodology
vif Variance Inflation Factor used as a criterion

onlysignificant

only significant observations are taken into account
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Applications

Examples |

clear

sysuse auto
(1978 Automobile Data)

. enhancedeba price headroom trunk weight, comb(3) opt(robust) x(length) level (85)
regression command: regress price length indepvar (s) , robust
Confidence Interval used: 85% (.15 signficance level)
Dependent variable: price
Independent variable(s): headroom trunk weight
x variable(s): length
A total of 7 regression(s) were run.
Every explanatory variable is in 4 regression(s).
min beta max beta avg beta avg se % sign CDF(0)
headroom -711.5679 -486.4429 -597.9757  358.7918 100 100
trunk  .8252001 114.0859  56.41261  81.59962 0 100
weight  4.674047  4.753066 4.711944  1.748497 100 100
_cons -4942.297 11488.47  4158.896  4236.28 100  57.14286
Results for the x variable(s):
min beta max beta avg beta avg se % sign CDF(0)
-29.50167  39.80032 100  57.14286

length -102.6652  67.31455
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Examples Il

. enhancedeba examples xtreg
(National Longitudinal Survey. Young Women 14-26 years of age in 1968
panel variable: idcode (unbalanced)

enhancedeba ln wage wks_ue union tenure hours, cmd(xtreg) opt(fe) comb(2)

regression command: xtreg 1ln wage indepvar(s) , fe

Confidence Interval used: 95% (.05 signficance level
Dependent variable: 1n wage
Independent variable(s): hours tenure union wks_ue

A total of 10 regression(s) were run.
Every explanatory variable is in 4 regression(s).

min beta max beta avg beta avg se % sign CDF (0)
hours -.0016347  .0006786 -.0002216  .0002705 50 50
tenure  .0262867  .0357629 032627 .000725 100 100
union .098657  .1400584  .1154515  .0078037 100 100
wks_ue -.0018697 -.0006076 -.0014642  .0003725 75 100

_cons 1.541016 1.788804 1.642975 .0058418 100 100
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Applications

Examples Il

sysuse auto
(1978 Automeobile Data)

enhancedeba price mpy rep78 headroom trunk weight length, x(foreign) comb(3) leamer vif(5)

regression command: regress price foreign indepvar(s) ;

confidence Interval used: 95% (.05 signficance level)

Dependent variable: price
Independent variable(s): headroom length mpg rep78 trunk weight
x variable(s): foreign

A total of 41 regression(s) were run.
Every explanatory variable is in 16 regression(s)

min beta max beta avg beta avg se % sign cDF (0)

headroom -645.1354  491.5752 -396.7793  410.2221 0 87.5
length -99.34391 100.3555 28.78662  25.41487 100 68.75
mpg -303.8203 27.32371 -154.2233  71.68815 43.75 75
rep78 -67.84385 458.6877 164.3009  380.9681 0 87.5
trunk -88.30739 328.4497 71.85636 93.0781 25 50
weight  3.320737  6.096515 4.29752 6694643 100 100

_cons -12117.64  12684.65 -620.8968  2897.106  60.97561  53.65854

Results for the x variable(s):

min beta max beta avg beta avg se % sign CDF (0)
foreign -205.6112  3711.123 2451.23  788.4066 75.60976  97.56098
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Examples IV

Leamer Results:

beta p-value c-I low Cc-I high VIF Obs

headroom min -645.1354 .9734857 -1298.923 8.652284 1.30516 74
headroom_max  491.5752  .1274705 -362.2356 1345.386  1.094511 74
length_min 58.79209 .0122506 7.776386 109.8078 3.776113 69
length max 100.3555 1.16e-07 65.30391 135.4071 1.845836 74
mpg_min -303.8203  .9999987 -422.4626 -185.1781 1.33706 74
mpg_max 27.32371 .3627794 -127.2085 181.8559 3.104604 89
rep78_min -67.84385 .5629026 -918.8291 783.1414 1.559942 69
rep78_max 458.6877 .127819 -339.1808 1256.556 1.622385 69
trunk _min -88.30739  .8685748 -244.2787  67.66392 1.83222 74
trunk _max 328.4497 .001232 119.75632 b37.1462 1.879773 T4
weight_min 3.320737 1.31e-12 2.531752 4.109721 1.541895 74
weight_max  3.761171  2.76e-07 2.39604 5.126303 4.570416 74
foreign min -205.6112 .5845368 -2117.983 1706.761 1.540226 69
foreign max 3711.123 3.57e-07 2348.271 5073.976 1.597047 T4
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Conclusion |
» New implementation of Extreme Bounds Analysis approach by
Leamer(1985) and Sala-i-Martin(1997)

> very flexible with respect to the type of regression, options,
number of variables in each combination etc.

» No reason to apply this methodology only to growth
regressions

» Can be used for any question of the form “What explains Y'?"
or “Can X truly explain Y7

Enhancing the Application of Extreme Bounds Analysis in Stata ETH Zurich



Function-Enh:.

Problems |

Have to save results to file - this is what takes a long time

v

Cannot write to macros

v

» Sometimes “too many literals”
Ideas?

v
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