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Abstract

We consider a continuous time system influenced by different agents who adopt
moving horizon control. The well known Nash equilibrium concept is used to define
two solution concepts fitting in the moving horizon structure. One of them is ana-
lyzed in more detail in the class of linear quadratic games. The (dis)advantages of
moving horizon control are illustrated by means of a government debt stabilization
model.

Journal of Economic Literature Classification Numbers: C60, C72, C73 and E60.

Keywords: Moving Horizon Control and (LQ) Differential Games.

1 Introduction

Many developments in game and control theory in the last few decades have caused
an increasing interest in using nonzero-sum dynamic games for modelling several
economic problems. In particular in the area of environmental economics ([Ze91]
or [Fe98]) or in the area of macro-economic policy coordination ([Aa95], [Ta86] or
[Ne95]), dynamic game theory is a very natural framework to model problems.
One of the basic questions that arises in these models deals with the information of
the players, which can in real life be quite uncertain. Therefore, several solution con-
cepts exist and the corresponding strategies are often compared with each other. Two
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2 THE MOVING HORIZON SOLUTION CONCEPT 2

well known solution concepts are the open loop (OL) and the feedback (FB) Nash
equilibrium. The OL information structure is a bit shortcoming in its economic rele-
vance. However, especially in the class of linear quadratic games, it is often possible
to arrive at analytic results in this information structure. The FB information struc-
ture is more realistic, but one should expect fewer analytic results.
Another basic question arising in dynamic games concerns the planning horizon on
which the players base their decisions. Is it finite or infinite? And, if it is finite, what
is its length? These questions are not always easy to answer. In this paper we in-
troduce new solution concepts in which finite and infinite horizon optimization are
combined. As the name already reveals, in the so called moving horizon (MH) solu-
tion concepts the players continuously extend their horizon as time evolves, which
allows them to incorporate new information of the system at any point of time. Ob-
viously, feedback information is required in this approach, which make the MH solu-
tion concepts of practical importance. However, we will also make use of open loop
notions leading to analytic results.
The origin of moving horizon control lies in the field of control theory, where it is
also known under the names receding horizon control or model predictive control,
often abbreviated as MPC. In the last twenty years MPC has become quite popular
in industry. For some recent developments we refer to [Bit97] or to [Ni98]. Besides
these references and many other literature on MPC in control theory there also exists
literature in operations research resembling the moving horizon approach. For ex-
ample in [Se91], one can find a theory about rolling horizon decision making which
is mainly applied in production planning problems.

The outline of the paper is as follows. In the next section we define two new solution
concepts based on moving horizon control. The first concept is based on the open
loop Nash equilibrium and the second is based on the feedback Nash equilibrium.
The paper mainly concentrates on the former concept. In section 3 and in the fol-
lowing sections we consider the class of linear quadratic games. For the open loop
moving horizon solution we make use of the Hamiltonian approach. Special atten-
tion is paid to the scalar case. In section 4 we illustrate the theory of this paper with
a government debt stabilization model, first introduced in [Ta86]. The paper ends
with some concluding remarks.

2 The Moving Horizon Solution Concept

In traditional formulations of nonzero-sum differential games one has the choice be-
tween either a finite or an infinite horizon. It is not always clear what the length of
the planning horizon should be. Why should the players limit their scope to a finite
horizon? It is not to be expected that life ends after this period. Also infinite hori-
zon models seem a bit shortcoming with respect to this point of view. What does it
practically mean to consider a period of infinite length?

In principle it is to be expected that the players will base their actions on a finite hori-
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zon. However it is not to be expected that the players will not take into account the
future after this horizon as time evolves. It is more likely that the players will extend
their horizon during the evolution of the game. This is exactly the point of view in
moving horizon control. At any point of time the players base their actions on a fi-
nite horizon and after a small period of time the players extend their horizon and
re-optimize their actions based on the new information which has become available.

An important ingredient in differential games is the state evolution, influenced by
the players through control functions in a way described by a a differential equation:

_x(t) = f(t; x(t); u1(t); � � � ; uN(t)); x(0) = x0; (1)

where the state and the actions (or controls) of the players at time t are denoted by
x(t) 2 IRn and ui(t) 2 IRmi , for i = 1; � � � ; N , respectively. Furthermore, the initial
state is denoted by x0 and _x is the time derivative of x. The costs of the players are
defined on an infinite horizon. However, as pointed out before, the actions in mov-
ing horizon control will always be based on a finite horizon, say of length L. This
leads us to introduce cost functionals, to be denoted by Lti, defined on time periods
of the form [t; t+ L] for all t > 0:

Lti(u1; � � � ; uN) =

t+LZ
t

gi(�; x(�); u1(�); � � � ; uN(�))d�: (2)

The interpretation of these costs is as follows. At time t functions ui, defined on the
interval [t; t+L], are chosen by the players. Then from (1) a state x, also defined on the
interval [t; t+L], results. This state together with the controls of the players then lead
to certain costs Lti. We will refer to this finite horizon game on the interval [t; t+ L]
as the local game at time t. Up to now, we have not spoken about the information
structure of the game. In this paper we consider open loop and feedback information
patterns, which both lead to different solution concepts. We are now able to define
the two moving horizon solution concepts.

Definition 2.1 Let the set of controls vti : [t; t+L]! IRmi , for i = 1; � � � ; N , constitute an
open loop Nash equilibrium of the local game at time t. Then the set of controls ui(t) := vti(t),
for i = 1; � � � ; N , is called an open loop moving horizon solution.

Definition 2.2 Let the set of controls vti : [t; t + L] ! IRmi , for i = 1; � � � ; N , be a re-
alization of a feedback Nash equilibrium of the local game at time t. Then the set of controls
ui(t) := vti(t), for i = 1; � � � ; N , is called a feedback moving horizon solution.

The two definitions differ in the information pattern adapted locally. Since the play-
ers need at any time t the actual state of the system in order to arrive locally at an
open loop or a feedback Nash equilibrium, the global information structure is of the
feedback type, i.e. at any time t the state x(t) is known to the players. The players
only use the initial value of their locally optimal controls and then at the next point of
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time they extend the horizon and again determine the initial optimal control values
based on the extended horizon.

In the rest of this paper we will often use the abbreviations OLMH and FBMH to
refer to the solution concepts defined in definition 2.1 and 2.2, respectively. We will
also use these abbreviations as superscripts. So, for example xOLMH stands for the
optimal state trajectory in an open loop moving horizon solution.

The OLMH and FBMH solution concepts involve a finite horizon problem with a
moving interval, i.e. the local problem at time t. However, if the system is time in-
variant, i.e. if f and gi, for i = 1; � � � ; N , do not explicitly depend on time, then this
local problem can easily be rephrased on the fixed interval [0; L]. In the following
lemma we describe this feature.

Lemma 2.3 Let f and gi, for i = 1; � � � ; N , be time invariant. Consider the finite horizon
differential game with state dynamics

_�(�) = f(�(�); �1(�); � � � ; �N(�)); �(0) = �0; (3)

and cost functionals

�i(�1; � � � ; �N) =

LZ
0

gi(�(�); �1(�); � � � ; �N (�))d�; (4)

for i = 1; � � � ; N . If the set of controls �1(� ; �0); � � � ; �N(� ; �0) constitutes an open loop
Nash equilibrium, then the set t 7! �i(0; x(t)), for i = 1; � � � ; N , is an OLMH solution.
Similarly, if the set of controls �1(� ; �0); � � � ; �N(� ; �0) realizes a feedback Nash equilibrium
then the set t 7! �i(0; x(t)), for i = 1; � � � ; N , is a FBMH solution.

In the rest of this paper we will also refer to the game described by (3) and (4) as the
local game at time t or simply as the local game.

Remarks:

� In finite horizon problems the cost functionals are often provided with a termi-
nal penalty, which is obviously not taken into account by the moving horizon
solution concepts. Although it would not make the analysis more difficult if
we would do so, it does not seem very realistic to do this in the moving hori-
zon solution concepts, since the players will never reach the endpoint of the
local game.

� Locally the players always play a finite horizon game (at least they play the
initial step). However, the moving horizon solution concepts obviously lead
to infinite horizon solutions, which may cause stability problems. So, besides
existence and uniqueness questions, that naturally arise from the definition, an-
other important issue is the stability, i.e. do moving horizon solutions stabilize
the system? The length of the planning horizon in the local game (L) plays an
important role in this. It is to be expected (see also [Bit97]) that especially for
small values of L stability problems may arise.
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� An important notion which is often dealt with in the literature is time consis-
tency, see e.g. [Ba89]. This notion deals with the incentive of the players to de-
viate from their strategies if there has been some unexpected change in the dy-
namics. Both moving horizon solution concepts are time consistent, since, by
definition, at any point of time the actual state is used in the local game.

� It is important to realize that the moving horizon concepts are not defined as
equilibria. It is simply a method to control the system which may resemble re-
ality better than the control strategies based directly on the existing equilibrium
concepts.

3 Moving Horizon Control in LQ Games

We will now concentrate on the class of 2-player linear quadratic (LQ) games, which
are specified by a linear differential equation and quadratic cost functionals, i.e.

f(x; u1; u2) = Ax+ B1u1 +B2u2;

g1(x; u1; u2) = xTQ1x+ uT1R11u1 + uT2R12u2;

g2(x; u1; u2) = xTQ2x+ uT1R21u2 + uT2R22u2;

with A, B1, B2, Q1, Q2, R11, R12, R21 and R22 constant matrices of appropriate di-
mensions. Moreover, we assume that Q1; Q2; R11; R12; R21 and R22 are symmetric
and that Qi � 0, Rii > 0, for i = 1; 2. Without loss of generality we may assume that
R11 = R22 = I . This can always be achieved by applying a regular transformation
on the control spaces. In this section we will make use of the notations Si := BiB

T
i ,

for i = 1; 2, S01 := B1R21B
T
1 and S02 := B2R12B

T
2 .

3.1 The OLMH Solution - General Formulation

In this section we focus on the open loop moving horizon solution in LQ games. Our
starting point is the result of lemma 2.3. It is well known (see e.g. [Ba95], chapter
6) that in the open loop Nash equilibria of LQ games the cross terms �T2 R12�2 and
�T1 R21�1 (recall that we denoted state and controls by Greek symbols in the local
game) play no role. Thus without loss of generality we assume in the rest of this
section and in the next section that R12 = R21 = 0.

In order to investigate the OLMH solution we need to consider the open loop Nash
equilibrium of the local game. The Hamiltonian approach (see e.g. [Ba95], chapter
6, or [Eng98]) leads to an equivalent formulation of such an equilibrium in terms of
a boundary value problem:

d

d�

2
4 �(�) 1(�)
 2(�)

3
5 = �M

2
4 �(�) 1(�)
 2(�)

3
5 ; �(0) = x(t);  1(L) =  2(L) = 0; (5)
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where we introduced the costate variables  i, for i = 1; 2, and the matrix

M :=

2
4�A S1 S2
Q1 AT 0
Q2 0 AT

3
5 : (6)

If the boundary value problem has a solution on the interval [0; L], then the open loop
Nash equilibrium is given by �i(�) = �BT

i  i(�). So, according to lemma 2.3, the op-
timal controls in the OLMH solution can then be written as uOLMH

i (t) = �BT
i  i(0).

Using this result we arrive at the following lemma.

Lemma 3.1 Define2
4H(L)
G1(L)
G2(L)

3
5 := eML

2
4I0
0

3
5 ; (7)

where M is defined by (6). Then there exists a unique OLMH solution if and only if the
matrix H(L) is regular. Moreover, if this condition is satisfied, then the OLMH solution is
unique and can in closed loop form be written as

uOLMH
i (t; L) = �BT

i Gi(L)H
�1(L)xOLMH(t; L); t > 0; (8)

for i = 1; 2.

Proof: The first part of the lemma, i.e. the existence condition, follows from theorem
1 in [Eng98]. For the second part, note that (5) implies that2

4�(L)0
0

3
5 = e�ML

2
4 x(t) 1(0)
 2(0)

3
5 ;

or, equivalently,2
4H(L)
G1(L)
G2(L)

3
5 �(L) =

2
4 x(t) 1(0)
 2(0)

3
5 :

From this it follows that �(L) = H�1(L)x(t) and thus  i(0) = Gi(L)H�1(L)x(t).
This completes the proof. �

Obviously, the parameter L plays an important role in the OLMH solution. In the
rest of this paper differentiation with respect to L is denoted by a prime (in order to
indicate the difference with differentiation with respect to t).

From (8) it follows that the optimal state trajectory in the OLMH solution satisfies
the initial value problem

_xOLMH(t; L) = Acl(L)x
OLMH(t; L); xOLMH(0; L) = x0; (9)
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where the closed loop matrix Acl(L) is given by

Acl(L) = A� (S1G1(L) + S2G2(L))H
�1(L): (10)

This expression involves the matrix functions G1, G2 and H . They can either be de-
rived by a direct computation of eML or by solving the initial value problem

H 0(L) = �AH(L) + S1G1(L) + S2G2(L); H(0) = I; (11)

G0i(L) = QiH(L) +ATGi(L); Gi(0) = 0; i = 1; 2: (12)

Note that (11) and (12) indeed uniquely specify H , G1 and G2. A first question that
needs to be answered is: Is H(L) regular for all L > 0? An obvious disadvantage
of (11) is the coupling with the Gi’s. We are not interested in the Gi’s if we want to
investigate regularity ofH . In the next theorem we obtain an equation that has only
H as unknown.

Theorem 3.2 If ASi is symmetric for i = 1; 2, then

H 00(L)� (A2 + S1Q1 + S2Q2)H(L) = 0; H(0) = I; H 0(0) = �A: (13)

Proof: Multiplying (12) with Si, adding the resulting equations for i = 1; 2 and using
the assumption SiAT = ASi yields

S1G
0

1 + S2G
0

2 = (S1Q1 + S2Q2)H + A(S1G1 + S2G2):

According to (11), S1G1 + S2G2 can be replaced by H0 +AH , which results in

�AH 0 + S1G
0

1 + S2G
0

2 = (A2 + S1Q1 + S2Q2)H:

Observe that the left hand side equals H00 (see (11)). Finally the initial conditions for
H and H 0 directly follow from the initial conditions in (11) and (12). �

An obvious disadvantage of theorem 3.2 is the symmetry condition. On the other
side, if this condition is satisfied then H(L) is uniquely specified by (13), which en-
ables us to compute H without also having to compute G1 andG2. Moreover, in the
next theorem we will show that the symmetry condition leads to a differential equa-
tion for Acl completely in terms of the original data.

Theorem 3.3 Let H(L) be regular for all L > 0. If ASi is symmetric for i = 1; 2, then

A0cl(L) = A2
cl(L)�

�
A2 + S1Q1 + S2Q2

�
: (14)

Proof: Differentiating (10) and using (11) and (12) yields

A0cl = � �S1G01 + S2G
0

2

�
H�1 + (S1G1 + S2G2)H

�1H 0H�1 =

= A2
cl �

�
A2 + S1Q1 + S2Q2

�
+
�
AS1 � S1A

T
�
G1H

�1 +

+
�
AS2 � S2A

T
�
G2H

�1 = A2
cl �

�
A2 + S1Q1 + S2Q2

�
;

Moving Horizon Control in Dynamic Games



3 MOVING HORIZON CONTROL IN LQ GAMES 8

where the latter equality follows by assumption. �

Equation (14) together with the initial condition

Acl(0) = A (15)

uniquely specifies Acl. The advantage is clear: only original data is needed to com-
pute Acl. The disadvantage is also clear: a rather strong symmetry condition needs
to be satisfied.

A problem in computing H , G1 and G2 is clearly the number of unknowns. In the
case n = 2, the number of unknowns in (11) and (12) already equals 12. Moreover in
theN -player case the number of matrix differential equations obviously equalsN+1.
In the next theorem we reduce this number (3 in the 2-player case) in a special case
to 2.

Theorem 3.4 If Qi = qiQ, for some qi 2 IR and some matrix Q, then Gi(L) = qiG(L),
whereG is uniquely specified by

G0(L) = QH(L) +ATG(L); G(0) = 0: (16)

Proof: Let ~Gi(L) = qiG(L), with G(L) determined by (16), then ~G0i(L) = QiH(L) +
AT ~Gi(L) and ~Gi(0) = 0. Obviously, ~G satisfies the equations by whichGi is uniquely
specified, i.e. (12). But then it must hold that Gi = ~Gi. �

We now describe a method to determine the optimal state and controls in the OLMH
solution using the results of the theorems 3.3 and 3.4. Suppose that the conditions in
these theorems are satisfied. Then Acl can be determined from (14) and (15). Due to
the result of theorem 3.4, (10) can be rewritten as GH�1 = (q1S1 + q2S2)

�1(A�Acl),
provided that q1S1 + q2S2 is regular. This then leads to the following expression for
the optimal controls in the OLMH solution:

uOLMH
i (t; L) = �qiBT

i (q1S1 + q2S2)
�1(A� Acl(L))x

OLMH(t; L); (17)

where the optimal state trajectory xOLMH is given by

xOLMH(t; L) = eAcl(L)tx0: (18)

In the next section (about the scalar case) and in section 4 (an economic example
about government debt stabilization) we will partly follow this method to arrive at
explicit formulas for xOLMH and uOLMH

i .

We end this section by considering the limit L!1. This is the same as considering
the limit of the open loop Nash equilibrium of the finite horizon game as the hori-
zon length tends to infinity. In [Eng98] it is shown that if this limit exists and if the
resulting equilibrium stabilizes the closed loop system, then the equilibrium that is
obtained in the limit is also an open loop Nash equilibrium of the infinite horizon
game. For the OLMH solution this result can be formulated as follows.

Moving Horizon Control in Dynamic Games
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Theorem 3.5 Let H(L) be regular for all L > 0. Suppose that Gi(L)H
�1(L) has a limit

for L!1, for i = 1; 2. Let

Pi := lim
L!1

Gi(L)H
�1(L); i = 1; 2; (19)

and suppose thatA�S1P1�S2P2 is stable. Then the OLMH solution converges to an open
loop Nash equilibrium of the infinite horizon game as L!1.

3.2 The OLMH Solution - Scalar Case

The model simplifies considerably if the system parameters are all scalars. In this
case it can be shown that the OLMH solution exists and is unique for all L > 0 and it
is possible to derive explicit formulas for the optimal state and controls in the OLMH
solution. This is done in appendix A, section A.1.

The optimal state trajectory is given by

xOLMH(t; L) =

�
e�w(L)tx0; if s1q1 + s2q2 > 0;
eatx0; if s1q2 + s2q2 = 0;

(20)

with

w(L) := � tanh(�L� �); (21)

where � and � are defined in (56) and (57) respectively. For stability in the case s1q1+
s2q2 > 0 it is necessary that w(L) is positive. Let L := �=� (the unique root of the
equation w(L) = 0). Then the following result is easily seen.

Theorem 3.6 If s1q1+ s2q2 > 0, then if a � 0 the closed loop system is stable for allL > 0
and if a > 0 the closed loop system is unstable for 0 < L � L and stable for L > L. If
s1q1 + s2q2 = 0, the closed loop system is stable if and only if a < 0.

The behavior of optimal state trajectories (corresponding to stable closed loop sys-
tems and in the case s1q1 + s2q2 > 0) is completely characterized by the following
theorem and illustrated in figure 1.

Theorem 3.7 The function t 7! xOLMH(t; L) is strictly decreasing if x0 > 0 and strictly
increasing if x0 < 0 for all L > maxf0; Lg. For any L1; L2 with maxf0; Lg < L1 <
L2 we have

�� _xOLMH(0; L1)
�� < �� _xOLMH(0; L2)

��. Finally, there is no t > 0 satisfying
xOLMH(t; L1) = xOLMH(t; L2) if x0 6= 0.

Proof: The first and second part of the theorem are easily seen by computing _xOLMH .
For the third part, note that for t > 0 the equations xOLMH(t; L1) = xOLMH(t; L2)
and w(L1) = w(L2) are equivalent. The latter has no solution since w is strictly in-
creasing. �
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In figure 1 the graphs of two optimal state trajectories in the OLMH solution are
drawn in the case x0 > 0. Note that for increasing L, the rate of convergence w(L)
is also increasing. For L ! 1 this rate approaches ��, which is the rate of conver-
gence corresponding to the open loop Nash equilibrium of the infinite horizon game
(see theorem 3.5). Thus for each L > 0 the OLMH solution converges more slowly
to its steady state than the open loop Nash equilibrium of the infinite horizon game.

0

x0

L = L2

L = L1

Figure 1: Optimal State in the OLMH Solution (L1 < L2).

Next we analyse the optimal controls in the OLMH solution. From section A.1 we
conclude that

uOLMH
i (t; L) = �biqi(w(L) + a)x0

s1q1 + s2q2
e�w(L)t; if s1q1 + s2q2 > 0; (22)

and uOLMH
i (t; L) = 0 if s1q1 + s2q2 = 0. In the latter case the closed loop system

obviously remains uncontrolled (this is of course not a big surprise!). The behavior
of the optimal controls in the former case is characterized by the following theorem
and illustrated in figure 2.

Theorem 3.8 The function t 7! uOLMH
i (t; L) is strictly increasing if bix0 > 0 and strictly

decreasing if bix0 < 0 for all L > maxf0; Lg. For any L1; L2 with maxf0; Lg < L1 < L2

we have

0 < ui(0; L1) < ui(0; L2) < lim
L!1

ui(0; L) = �biqix0
� � a

; if bix0 < 0; (23)

and

� biqix0
� � a

= lim
L!1

ui(t; L) < ui(0; L2) < ui(0; L1) < 0; if bix0 > 0: (24)

Finally, there is one and only one t > 0 satisfying uOLMH
i (t; L1) = uOLMH

i (t; L2).

Moving Horizon Control in Dynamic Games
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Proof: First note thatw(0) = �a and thus w(L)+a > 0 if L > 0. The first part is now
readily seen by computing _uOLMH

i . The second part ((23) and (24)) follows from the
monotonicity of w and the fact that w(L) ! � as L ! 1. For the third part, note
that the equation uOLMH

i (t; L1) = uOLMH
i (t; L2) is equivalent to

e(w(L2)�w(L1))t =
w(L2) + a

w(L1) + a
:

Since w is strictly increasing, this equation has exactly one solution t > 0. �

In figure 2 two graphs of the optimal control in the OLMH solution of player i in the
case bix0 > 0 are drawn. Let t� be the t-coordinate corresponding to the intersection
point of the two graphs. By increasing L fromL1 toL2 the initial control increases. In
fact it is readily seen from the figure that this property holds for all t between 0 and
t�. For t > t� the situation is the other way around, i.e. by increasing L from L1 to
L2 the control value decreases. We conclude that in this sense the OLMH solution is
better than the open loop Nash equilibrium of the infinite horizon game in the short
run and worse in the long run.

�
biqix0
��a

0 L = L2
L = L1

Figure 2: Optimal Control in the OLMH Solution (L1 < L2).
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4 Government Debt Stabilization

In this section we compute and analyse the OLMH solution in a model concerning
government debt stabilization. This model has been introduced by Tabellini in [Ta86]
and analyzed in a more general setting in [Aa95]. Our aim of applying moving hori-
zon control to this economic situation is to show how one could use and analyze the
moving horizon concept in a concrete situation. For more details concerning the eco-
nomic interpretation we refer to [Aa95].
The model is a differential game in which the government debt is modeled as the
state and the players are fiscal and monetary authorities. The (scalar) differential
equation is given by

_d(t) = rd(t) + f(t)�m(t); d(0) = d0; (25)

with d the government debt, f the primary fiscal deficits, controlled by the fiscal au-
thority, and m the seignorage, controlled by the monetary authority. Furthermore,
rd(t) represents the interest payments on government debt and d0 the initial stock
of outstanding government debt. The objectives of the players are described by the
cost functionals

LF =

1Z
0

�
(f(t)� f)2 + �(m(t)�m)2 + �1(d(t)� d)2

�
exp(��t)dt (26)

and

LM =

1Z
0

�
(m(t)�m)2 + �2(d(t)� d)2

�
exp(��t)dt; (27)

respectively. The parameters �; �1 and �2 are weights, whereas f , m and d are given
target values. Furthermore � is a discounting factor. All the parameters introduced
so far, i.e. r, d0, the weights, the targets and the discounting factor are assumed to be
positive. Moreover we also assume that

d0 � d > 0; (28)

rd+ f �m > 0; (29)
� � r � 0; (30)

� := �1 + �2 � r(� � r) > 0: (31)

Assumptions (28), (29) and (30) have been taken from [Aa95], section 2. The fourth
assumption will turn out to be a necessary and sufficient condition for the existence
of a specific horizon length (this value will be denoted by L̂), with the property that
the resulting closed loop system in the OLMH solution is stable if and only if L >L̂.
If (31) is violated the closed loop system is unstable for all L > 0.

In section 3.1 we stressed the essential dependence of the OLMH solution with re-
spect to L by using L as an argument in the state and control functions. We continue
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this convention in this section, i.e. d = d(t; L), f = f(t; L) andm = m(t; L). In order
to write the model in the notation used in section 3.1, we introduce

x1(t; L) = (d(t; L)� d) exp(��t=2); (32)

x2(t) = (rd+ f �m) exp(��t=2); (33)

u1(t; L) = (f(t; L)� f ) exp(��t=2); (34)
u2(t; L) = (m(t; L)�m) exp(��t=2): (35)

Note that x2 does indeed not depend on L. We have introduced two state variables,
while the dynamics is in fact scalar. This is due to the presence of the target constants.
In the following we denote the state as the column x(t; L) =

�
x1(t; L) x2(t)

�T . The

initial condition is then given by x(0; L) =
�
x10 x20

�T , with x10 := d0� d (> 0) and
x20 := rd+ f �m (> 0). Next we introduce the matrices

A =

�
r � �

2 1

0 � �
2

�
; B1 =

�
1
0

�
; B2 =

��1
0

�
;

Q1 =

�
�1 0
0 0

�
; Q2 =

�
�2 0
0 0

�
; R12 = �:

Note that there are no direct effects of the fiscal controls modeled in the monetary
objectives, i.e. R21 = 0. We already mentioned in section 3.1 thatR12 does not play a
role in the OLMH solution. Thus in the remainder � will not appear in any formula.
This, in contrast to e.g. the FBMH solution, where �would be an essential parameter.

In appendix A, section A.2, we first show that the OLMH solution exists for allL > 0
and then we compute the OLMH solution. Here we analyse the resulting optimal
state and controls in detail. We first focus on the resulting government debt dynam-
ics. From (32), (74), (69), (70) and (72) we derive

dOLMH(t; L) = d1(L) + (d0 � d1(L))e�h(L)t; (36)

with

h(L) := � tanh(�L� )� �=2; (37)

d1(L) := d+
x20
�

(� � r + �
p
�v(L)); (38)

where we defined

v(L) :=
e��L=2

� sinh(�L� )� �
2 cosh(�L� )

; (39)

and �, �, � and  are given by (31), (59) and (71), respectively. The function h is called
the adjustment speed. Assumption (31) yields � > �=2, implying that there exists a
unique zero of h, say L̂. This L̂ is defined by (73). It is not so difficult to see that
L̂ > 0. Since h is strictly increasing, h(L) is negative for L < L̂ and positive for
L > L̂. Clearly, the system is only stable if the adjustment speed is positive. For
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that reason we assume throughout the rest of this section that L >L̂. Obviously, for
increasing L the adjustment speed is also increasing and h(L) " � � �=2 as L!1.

The assumption L > L̂ ensures that d1(L) (see (38) and (39)) is well defined. Note
that dOLMH(t; L)! d1(L) asL!1 for allL > L̂, justifying the notation d1 for the
steady state debt. In the next lemma and in theorem 4.2 a number of characteristic
properties of dOLMH is obtained. See also figure 3 for an illustration of the charac-
teristics of the government debt.

Lemma 4.1 If x10 � (� � r)x20=� � 0, then d1(L) > d0 for all L > L̂. If x10 � (� �
r)x20=� > 0, then there exists an L� > L̂ so that d1(L) > d0 for all L̂ < L < L�,
d1(L�) = d0 and d1(L) < d0 for all L > L�.

Proof: Because h(L) > 0 for all L > L̂, also v(L) > 0 for all L > L̂. Moreover,
v(L) ! 1 as L # L̂, v(L) # 0 as L ! 1 and v is strictly decreasing for all L > L̂.
Now, consider

d1(L)� d0 = �(x10 � (� � r)x20=�) + �x20
p
�v(L)=�:

If x10�(��r)x20=� � 0, the right-hand side of this equation is positive for all L >L̂,
from which the first part of the theorem follows. Let x10 � (� � r)x20=� > 0. Then
the right-hand side of the equation approaches1 as L # L̂ and a negative number as
L ! 1 and it equals 0 for one and only one L > L̂, say L�. This proves the second
part of the theorem. �

Since d < d0 it is undesirable that the steady state debt exceeds the initial debt. Ob-
viously (see lemma 4.1) it is possible to exclude this phenomenon by assuming that
the parameters satisfy

� := x10 � (� � r)x20=� > 0 (40)

and to consider horizon lengths L � L�. This is what we will do in the remainder of
this section. Note thatL� is the unique root of the equation d1(L) = d0 in the interval
(L̂;1). Unfortunately, it is not possible to determine L� analytically. However it is
not so difficult to do this numerically in concrete situations.

Theorem 4.2 The function t 7! dOLMH(t; L) is constant for L = L� and decreasing for
L > L�. For any L1; L2 with L� < L1 < L2 we have

d+ x20(� � r)=� = lim
L!1

d1(L) < d1(L2) < d1(L1) < d0: (41)

Finally, the graphs of t 7! dOLMH(t; L1) and t 7! dOLMH(t; L2) do not intersect.

Proof: Taking the derivative of dOLMH with respect to t and using the facts d1(L�) =
d0 and d1(L) < d0 for all L > L� directly yields the first part of the theorem. The
second part, i.e. (41), follows from assumption (30) and the basic observations con-
cerning the function v made at the beginning of the proof of the previous theorem.
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For the third part, assume there exists a t0 > 0 with dOLMH(t0; L1) = dOLMH(t0; L2).
Then, according to the mean value theorem there must exist anL3 withL1 < L3 < L2

so that (@dOLMH=@L)(t0; L3) = 0, or, equivalently,

d0
1
(L3)

�
1� e�h(L3)t0

�
� (d0 � d1(L3))h

0(L3)t0e
�h(L3)t0 = 0:

On the other hand, observe that the left-hand side of this equation is negative, which
is obviously a contradiction. �

In figure 3 four graphs of the optimal government debt in the OLMH solution are
drawn. Note that limL!1 d1(L) also equals d0 � � as depicted in this figure. Thus
[d0��; d0] indicates the range of the steady state debt. Furthermore, the gap between
the target debt and the steady state debt exceeds (��r)x20=� and for increasing L this
gap decreases. In this sense, the open loop Nash equilibrium of the infinite horizon
game (this corresponds to the OLMH solution for L!1, see theorem 3.5) is better
than the OLMH solution for all L � L�.

d

d0 L = L�

L = L1

L = L2

L!1d0 � �
6

?

(��r)x20
�

Figure 3: Government Debt in the OLMH Solution (L1 < L2).

Next we consider the optimal fiscal policy in the OLMH solution. From (34), (76),
(74), (75), (69), (70) and (72) we derive

fOLMH(t; L) = f1(L) + (f0(L)� f1(L))e�h(L)t; (42)

with

f1(L) = f � �1x20
�

�
1 +

�rp
�
v(L)

�
; (43)

f0(L) = f � �1
�

 
rx10 + x20 + �h(L)� �x20

p
�e��L=2

� cosh(�L� )

!
: (44)
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Recall that �, �, �,  and � are introduced by (31), (59), (71) and (40) and that we
assumed � > 0 and � > 0. Furthermore, h(L) and v(L) are introduced in (37) and
(39). We only consider horizon lengths L � L�, which makes f0 and f1 well defined.
Since h(L) > 0 we have fOLMH(0; L) = f0(L) and fOLMH(t; L)! f1(L) as t ! 1
for all L � L�, justifying the notations f0 and f1. Let

f� := f � �1
�
(rx10 + x20): (45)

The results of the following theorem are illustrated in figure 4.

Theorem 4.3 The function t 7! fOLMH(t; L) is constant for L = L� (the constant value
is f �) and strictly increasing for L > L�. Moreover, for any L1, L2 with L� < L1 < L2 we
have

f� � �1
�
�(�� �=2) = lim

L!1
f0(L) < f0(L2) < f0(L1) < f� (46)

and

f� < f1(L1) < f1(L2) < lim
L!1

f1(L) = f� +
�1
�
�r: (47)

Finally, there is one and only one t > 0 satisfying fOLMH(t; L1) = fOLMH(t; L2).

Proof: Since d1(L�) = d0 we can derive an explicit expression for v(L�) from (38).
Plugging this expression into (43) and (44), and using the identity

e��L=2= cosh(�L� ) = v(L)h(L)

yields f0(L�) = f1(L�) = f�. This implies that fOLMH(t; L�) = f� for all t � 0.
Since v is strictly decreasing it follows that f1 is strictly increasing. Next, we analyse
the monotonicity of f0. The derivative of f0 is given by

f 00(L) = ��1
�
h0(L)

�
� � �x20

p
�

�
v(L)

�
+
�1�x20p

��
h(L)v0(L):

In theorem 4.1 we showed d1 < d0 for L > L�. This inequality is equivalent to
��x20�

p
�v(L)=� > 0, implying that f0 is strictly decreasing. The fact that f0(L�) =

f1(L�) combined with the monotonicity properties of f0 and f1 implies that f0(L) <
f1(L) for all L > L�. From this we conclude that (@fOLMH=@t)(t; L) = �(f0(L) �
f1(L))h(L)e�h(L)t > 0, which completes the first part of the theorem. The second
part of the theorem consists of (46) and (47). The limits for L ! 1 directly follow
from v(L) ! 0, h(L) ! � � �=2 as L ! 1. The other assertions in (46) and (47)
follow from the proof of the first part of this theorem. For the third part, let F (t) =
fOLMH(t; L1)�fOLMH(t; L2). Then obviously F (0) > 0 and limt!1 F (t) < 0, show-
ing the existence of a t with the desired property. For the uniqueness, consider the
equation _F (t) = 0, or, equivalently

e(h(L2)�h(L1))t =
h(L2)(f1(L2)� f0(L2))

h(L1)(f1(L1)� f0(L1))
:

Moving Horizon Control in Dynamic Games



4 GOVERNMENT DEBT STABILIZATION 17

Since h(L2)(f1(L2) � f0(L2)) > h(L1)(f1(L1) � f0(L1)) > 0 and h(L2) > h(L1)
we observe that this equation has exactly one solution. This indicates that there also
exists a unique t > 0 satisfying the equation F (t) = 0. �

Note that the limit of f1 for L!1 can also be written as

lim
L!1

f1(L) = f � �1x20
�

: (48)

The limits in (46) and (47) are written in such a format that the margins for the initial
(t = 0) and asymptotic (t ! 1) fiscal control, i.e. �1�(� � �=2)=�1 and �1�r=�1
respectively, are directly visible and easily comparable. The format in (48) reveals the
extra information that the target value f is never reached and that the gap between
the asymptotic fiscal control and the target is at least �1x20=�.

Theorem 4.3 implies that for any L > L� there exists exactly one t > 0 satisfying
the equation fOLMH(t; L) = f�. This enables us to define a function  on (L�;1)
implicitly by

t =  (L) :, fOLMH(t; L) = f�: (49)

Thus, the point ( (L); f�) is the intersection point of the curves corresponding to the
equations f = f(t; L) and f = f� in the (t; f)�plane. The equation fOLMH(t; L) =
f� can be written as

(r+ h(L))

�
� � x20�

p
�

�
v(L)

�
e�h(L)t = r

�
� � x20�

p
�

�
v(L)

�
: (50)

Now, L > L� implies that � � x20�
p
�v(L)=� > 0 (see also the proof of theorem 4.3)

and this factor is therefore unequal to 0. Consequently,  is given by

 (L) =
1

h(L)
log

�
1 +

h(L)

r

�
; L > L�: (51)

It can easily be seen that  is bounded and decreasing. The upperbound is reached
for L # L� and can easily be determined numerically in concrete situations, whereas
the lowerbound (reached for L!1) is given by (�� �=2)�1 log(1 + (�� �=2)=r).

With the results of theorem 4.3 and the discussion about  we can visualize the be-
havior of the fiscal control in the OLMH solution, see figure 4. As mentioned before,
the gap between the asymptotic fiscal control ands the target exceeds �1x20=� for all
L � L� and for increasing L this gap decreases. In this sense, the open loop Nash
equilibrium of the infinite horizon game is better than the OLMH solution. However,
the gap between the initial fiscal control and the target is increasing for increasing
L. In fact by increasing L from L1 to L2 the gap between the optimal fiscal control
and the target increases for all t between 0 and t�, where t� is the t-coordinate cor-
responding to the intersection point of the curves f = f(t; L1) and f = f(t; L2). In
this sense, the OLMH solution is better than the open loop Nash equilibrium of the
infinite horizon game in the short run, whereas it is the other way around in the long
run.
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f� � �1
�
�(�� �=2)

f�

f� + �1
�
�r

f

L = L�
L = L1

L = L2

L!1

6

?

�1x20
�

Figure 4: Fiscal Control in the OLMH Solution (L1 < L2).

We proceed by analyzing the monetary policy in the OLMH solution. Since the opti-
mal controls only differ by a multiplicative constant (see (77)), the results of the op-
timal fiscal control can easily be transformed into results for the optimal monetary
control. From (34), (35) and (77) it follows that

mOLMH(t; L) = m� �2
�1

�
fOLMH(t; L)� f

�
: (52)

Let m0(L) := mOLMH(0; L),m1(L) := limt!1mOLMH(t; L) and

m� := m+
�2
�
(rx10 + x20): (53)

The following theorem then directly follows from theorem 4.3.

Theorem 4.4 The function t 7! mOLMH(t; L) is constant for L = L� (the constant value
ism�) and strictly decreasing forL > L�. Moreover, for any L1; L2 with L� < L1 < L2 we
have

m� < m0(L1) < m0(L2) < lim
L!1

m0(L) = m� +
�2
�
�(� � �=2) (54)

and

m� � �2
�
�r = lim

L!1
m1(L) < m1(L2) < m1(L1) < m�: (55)

Finally, there is one and only one t > 0 satisfyingmOLMH(t; L1) = mOLMH(t; L2).

The limit of m1 for L ! 1 can also be written as m + �2x20=�. This implies that
the gap between the asymptotic monetary control and the target is at least �2x20=�.
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Finally, note that the equation fOLMH(t; L) = f� is equivalent tomOLMH(t; L) = m�

so that the point ( (L); m�) is the intersection point between the curves correspond-
ing to m = m(t; L) and m = m� in the (t;m)�plane.

We visualize the behavior of the monetary control in the OLMH solution in figure 5.
In a similar manner as for the fiscal player it can be argued that also for the monetary
player the OLMH solution is more interesting than the open loop Nash equilibrium
of the infinite horizon game in the short run and that the latter is more interesting in
the long run.

m� + �2
�
�(�� �=2)

m�

m�
�

�2
�
�r

m

L = L�

L = L1

L = L2

L!1

6

?

�2x20
�

Figure 5: Monetary Control in the OLMH Solution (L1 < L2).

5 Concluding Remarks

In this paper the concept of moving horizon control has been introduced in the area
of nonzero-sum differential games. Specifically, we defined two solution concepts
(based on either open loop or feedback Nash equilibria) combining both finite and
infinite horizon optimization. At any point of time the players determine an optimal
control based on a finite horizon of length L (the local game) and only play the initial
control. This is repeated continuously in time and in this way a control defined on an
infinite horizon results. If the local game is played with an open loop Nash equilib-
rium the resulting strategy is called an open loop moving horizon (OLMH) solution.
Similarly, locally playing a feedback Nash equilibrium is called a feedback moving
horizon (FBMH) solution. It is important to realize that both the OLMH and FBMH
solutions are not equilibria. It is simply a method to control the system, which may
be more in line with the paradigm of bounded rationality than the existing equilib-
rium concepts on finite or infinite horizons.

The OLMH solution concept has been further analyzed in linear quadratic games. In
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this setting we stressed the fact that the resulting optimal state and controls typically
depend on L and that this solution converges to the open loop Nash equilibrium of
the infinite horizon game as L ! 1. We showed that if the OLMH solution exists,
it is unique. In section 3.1 we also treated a number of theorems which can be used
for analyzing the existence and the stability if the original data satisfies certain con-
ditions.

In the scalar case and in the economic example concerning government debt stabi-
lization the OLMH solution has been determined analytically. In both cases the rate
of convergence of the optimal state increases for increasing L and in this sense the
open loop Nash equilibrium is always preferable to the OLMH solution. Moreover
for small values of L the closed loop system can become unstable. Still it might be
interesting to play a game in the OLMH solution. Apart from its conceptual advan-
tages, there is another advantage in the resulting optimal control. For decreasing L
the gap between the initial control and the target control (0 in the scalar case) also
decreases. Thus for smaller values of L (of course then also stability problems may
arise) the controls are initially closer to their targets. Asymptotically however, the sit-
uation is different, i.e. for decreasing L the gap between control and target increases
for large t. In this sense the OLMH solution is preferable to the open loop Nash equi-
librium of the infinite horizon game in the short run and in the long run it is the other
way around as should be expected.

A Derivation of Optimal State and Controls

In the next two sections we derive the optimal state trajectory and controls in the
open loop moving horizon solution for the scalar case, treated in section 3.2, and the
economic example of section 4.

A.1 The Scalar Case

The system parameters are A = a, Bi = bi and Qi = qi with a; bi; qi 2 IR and more-
over qi � 0. Note that also si(= Si) = b2i � 0. Let

� :=
p
a2 + s1q1 + s2q2; (56)

then, according to theorem 3.2 (note that the conditions are trivially satisfied), H sat-
isfies H00 � �2H = 0 (L > 0), H(0) = 1 and H 0(0) = �a. Consequently, H(L) =
cosh(�L)� (a=�) sinh(�L) if � > 0 and H(L) = 1 if � = 0 (note that this implies that
also a = 0). In both cases we have H(L) 6= 0 for all L � 0 and so, lemma 3.1 yields
the existence of a unique OLMH solution for all L � 0.

The next step is the computation of acl(= Acl) by means of the result of theorem 3.3
(note that the conditions are satisfied). According to this theorem, acl satisfies a0cl =
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a2cl � �2 (L > 0) and acl(0) = a. Consequently, acl(L) = �� tanh(�L� �), with

� :=
1

2
log

� + a

� � a
; (57)

if s1q1 + s2q2 > 0 and acl(L) = a if s1q1 + s2q2 = 0.

For the computation of the optimal controls in the OLMH solution we follow the
method described below theorem 3.4. Note that the conditions of this theorem are
satisfied. It follows immediately that the optimal controls are given by (17) if s1q1 +
s2q2 > 0.
If s1q1 + s2q2 = 0, then also s1q1 = s2q2 = 0. Now, from (8) and theorem 3.4, we
observe that the optimal controls contain the factor biqi = �psiqi = 0. Obviously
the optimal controls are zero in the case s1q1 + s2q2 = 0.

A.2 Government Debt Stabilization

Recall from section 4 that

A =

�
r � �

2 1

0 � �
2

�
; B1 =

�
1
0

�
; B2 =

��1
0

�
;

Q1 = �1

�
1 0
0 0

�
; Q2 = �2

�
1 0
0 0

�
;

with r; �; �1; �2 > 0. It is also assumed that � (= �1 + �2 � r(� � r)) is positive (see
(31)). Since

S1 = S2 =

�
1 0
0 0

�
;

it follows thatAS1(= AS2) is symmetric, so that the conditions in theorem 3.2 are sat-
isfied. From this theorem it then follows thatH satisfies the second order differential

equation (13). Write H =

�
h11 h12
h21 h22

�
, then, since

A2 + S1Q1 + S2Q2 =

�
�2 r � �

0 �2=4

�
; (58)

with

� :=
p

(r� �=2)2 + �; � := �1 + �2; (59)

h11, h12, h21 and h22 satisfy

h0011 =�2h11 + (r � �)h21; h11(0) =1; h011(0) = � (r � �=2); (60)

h0012 =�2h12 + (r � �)h22; h12(0) =0; h012(0) = � 1; (61)

h0021 =(�2=4)h21; h21(0) =0; h021(0) =0; (62)

h0022 =(�2=4)h22; h22(0) =1; h022(0) =�=2; (63)
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From (62) and (63) it follows that h21(L) = 0 and h22(L) = exp(�L=2), for all L > 0.
This reduces (60) toh0011 = �2h11 and thus h11(L) = cosh(�L)�((r��=2)=�) sinh(�L).
We conclude that

detH(L) =

�
cosh(�L)� r� �=2

�
sinh(�L)

�
exp(�L=2): (64)

Since jr � �=2j < �, it follows that detH(L) 6= 0, for all L > 0. So, obviously, the
conditions of theorem 3.3 are also satisfied, implying that the closed loop matrix is

uniquely specified by (14) and (15). Write Acl =
�
a1 a2
a3 a4

�
, then a1; � � � ; a4 satisfy

a01 =a21 + a2a3 � �2; a1(0) =r � �=2; (65)
a02 =a2(a1 + a4)� (r � �); a2(0) =1; (66)
a03 =a3(a1 + a4); a3(0) =0; (67)

a04 =a2a3 + a24 � �2=4; a4(0) = � �=2: (68)

It is immediately clear that a3(L) = 0, which reduces (65) and (68) to a01 = a21 � �2

and a04 = a24 � �2=4, respectively. Together with the initial conditions for a1 and a4 it
then follows that

a1(L) =� � tanh (�L � ) ; (69)

a4(L) =� �

2
; (70)

with

 :=
1

2
log

�+ r� �=2

�� r+ �=2
(71)

(due to the fact that jr � �=2j < � it follows that the argument of the logarithm is
positive, so that  is well defined). Substituting the expressions for a1 and a4 in (66)
and solving the resulting differential equation yields

a2(L) =
1

�

 
(r � �)

�
�

2
� � tanh(�L� )

�
+

�
p
�e��L=2

cosh(�L� )

!
: (72)

The optimal state trajectory is the solution of the differential equations _x1 = a1x1 +
a2x2 and _x2 = a4x2. Clearly, the case a1 = a4 needs to be considered separately.
Since �2 � �2=4 = � > 0, it follows that � > �=2. This implies that there exists a
unique L, say L̂, so that a1(L̂) = a4(L̂). It is easily seen that

L̂ =
1

2�
log

(�+ r � �=2)(�+ �=2)

(�� (r� �=2))(�� �=2)
> 0: (73)

For stability reasons (for details see section 4), we consider the functions a1, a2, a3
and a4 only forL > L̂. This implies that a1(L) < a4(L) and in particular that a1(L) 6=
a4(L). The optimal state trajectory is then given by

xOLMH
1 (t; L) =

a2(L)x20
a4(L)� a1(L)

�
ea4(L)t � ea1(L)t

�
+ x10e

a1(L)t; (74)

xOLMH
2 (t; L) =x20e

a4(L)t: (75)
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We proceed by deriving the optimal controls. Note that the conditions of theorem
3.4 are satisfied, so that Gi = �iG, where G follows from (16). This reduces (8) to

uOLMH
i (t; L) = ��iBT

i G(L)H�1(L)xOLMH(t; L):

Note that both the Bi’s have a zero on the second row, implying that we only need
the first row of GH�1. From (10) we derive that

GH�1 =

�
r�(�=2)�a1

�
1�a2
�

� �
�

and hence

uOLMH
1 (t; L) =

�1
�

�
(a1(L)� (r � �=2))xOLMH

1 (t; L) + (a2(L)� 1)xOLMH
2 (t; L)

�
;

(76)

uOLMH
2 (t; L) =� �2

�1
uOLMH
1 (t; L): (77)
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