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Abstract

We discuss computational aspects of likelihood-based speci�cation, estimation, infer-

ence, and forecasting of possibly nonstationary series with long memory. We use the

arfima(p; d; q) model with deterministic regressors and we compare sampling character-

istics of approximate and exact �rst-order asymptotic methods. We extend the analysis

using a higher-order asymptotic method, suggested by Cox and Reid (1987). EÆcient

computation and simulation allow us to apply parametric bootstrap inference as well.

We investigate the relevance of the di�erences between the methods for the time-series

analysis of monthly core consumer price in
ation in the US and quarterly overall con-

sumer price in
ation in the UK. We concentrate on (stationarity) tests for the order of

integration and on inference for out-of-sample forecasts of the price level.
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1 Introduction

In this paper we discuss speci�cation, estimation, simulation, and forecasting of, possibly

nonstationary, time series with long memory. Our approach is essentially parametric, using

the well-known Gaussian fractional arima model. We concentrate on the computational

eÆciency and the sampling characteristics of approximate and exact maximum likelihood

methods in settings which are relevant to the empirical analysis of in
ation series. Finally,

we perform a sensitivity analysis using the same model with garch errors.

1.1 Modelling

The arfima(p; d; q) model allows one to model the long-run behaviour of the series in a 
exible

way. The empirical modelling process consists of three stages: identi�cation, estimation

and testing. The �rst stage is identi�cation to determine the integer part of the order of

di�erencing, d, and the orders of the autoregressive and the moving-average parts of the

model, p, and q. The arfima model enables interesting and easy-to-use tests for the null of

short-memory stationarity (d = 0), as well as for the null of unit-root nonstationarity (d = 1).

These tests complement more widely used KPSS and Dickey{Fuller type tests.

1.2 Estimation and computation

We consider three estimation methods of the candidate arfimamodel. We compare nonlinear

least squares (NLS) as in Beran (1995) with exact maximum likelihood methods of estimation

(EML). EML, as proposed by Sowell (1992), has often been discarded as computationally

unattractive, but the implementation by Doornik and Ooms (1999) has reduced requirements

with regard to computer memory and computing power considerably. Furthermore, their

package allows explanatory variables, enabling eÆcient testing for d = 0 and d = 1 conditional

on the presence of trends and other permanent changes in mean. The simple EML estimator

of the parameters of interest, d, can be severely biased in the presence of unknown nuisance

parameters for regressor variables, even if there is only a constant to measure the unknown

mean. Recently, higher order asymptotic methods have been shown to improve inference

in the presence of those nuisance parameters, although applications in time series analysis

have been scarce. The modi�ed pro�le likelihood method (MPL), suggested by Cox and Reid

(1987), is the third estimation method we consider. It works well, and is not diÆcult to

implement given the algorithms for EML in the arfima model.

The core of the EML method is the computation of the autocovariances as a function of

the parameters of a stationary arfima model. Following a comparison of several methods to

compute the autocovariances, we discuss the advantages and disadvantages of the di�erent

estimation methods.

1.3 Forecasting

Next, we compute the optimal forecasts and corresponding con�dence intervals. The treat-

ment of pre-sample values can play an important role in forecasting with long-memory models.

The optimal methods we employ are explicitly based on �nite sample information sets; we

also use `naive' methods which ignore this issue.
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1.4 Simulation

We compare the di�erent estimators and forecasting methods using a parametric bootstrap

analysis. Additional programming e�orts required for such experiments are limited. The

`pseudo-sample generator' of this class uses the same exact autocovariance function of an

arfima model as required in EML estimation. We compare reliability of estimated con�dence

intervals for parameter estimates and forecasts across the di�erent methods.

1.5 Estimation, inference and forecasts for in
ation series

An important application of long-memory models is in forecasting consumer price in
ation for

developed economies. In
ation series display long non-periodic cycles typical of long-memory

time series. This leads to signi�cantly positive estimates of the order of integration, d, which

is often the primary parameter of interest: it determines the rate of growth of out-of-sample

forecast intervals of the log of the corresponding price level. This is of crucial importance for

studies of long-run variation of e.g. indexed outlays.

We apply the di�erent methods to in
ation in consumer prices for the US and the UK.

The parametric bootstrap analysis shows that inference is quite reliable in �nite samples and

that Gaussian inference based on MPL is clearly preferrable. Both US and UK in
ation are

long memory; US core in
ation seems covariance stationary, but UK in
ation does not.

We examine robustness by extending the model with conditional heteroskedasticity of the

garch type. In this case, asymptotic approximations turn out to be less accurate.

2 Modelling

From the early sixties onwards, when Mandelbrot suggested the appropriateness of long-

memory models for economic time series, there has been a steady growth in the literature on

the subject. Robinson (1994) and Baillie (1996) provided useful surveys of the developments

in the econometric modelling of long memory; Beran (1992) reviewed developments in long-

memory modelling in other areas. Beran's monograph, Beran (1994), discusses most of the

central issues, including forecasting.

The arfima(p; d; q) model is used here for the statistical analysis of a univariate time

series yt with long memory. We write it as

� (L) (1� L)d (yt � �t) = � (L) "t; t = 1; : : : ; T: (1)

where � (L) = (1��1L� : : :��pL
p) is the autoregressive polynomial and � (L) = (1+�1L+

: : :+ �qL
q) is the moving average polynomial in the lag operator L; p and q are integers, d is

real. (1�L)d is the fractional di�erence operator de�ned by the following binomial expansion:

(1� L)d =

1X
j=0

ÆjL
j =

1X
j=0

�
d

j

�
(�L)j :

We assume "t � NID(0; �2" ), and write �t for the mean of yt. The arma-part of the model is

invertible and stationary: all roots of �(z) = 0 and �(z) = 0 are outside the unit circle. In

addition, �(z) = 0 and �(z) = 0 do not have common roots. We say that

zt = yt � �t
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is I(d), integrated of order d. The zero mean arfima(p; d; q) process zt is covariance sta-

tionary if d < 0:5, see Hosking (1981). The autocovariance function 
k of an arfima(p; d; q)

process decays hyperbolically: 
k � ck
2d�1

; k !1,where c denotes a �nite nonzero constant.

We discuss computation of the autocovariance function in x3.3. The process is long memory

in the case 0 < d < 0:5. The spectral density fz(!) near zero is hyperbolic: lim!!0 fz(!)!
2d

exists and is �nite. For �0:5 < d < 0 the process is called intermediate memory or `overdif-

ferenced', see Brockwell and Davis (1993) and e.g. Chang and Dickey (1994). In that case the

inverse autocorrelations decay hyperbolically. We assume d > �1, which makes the process

zt invertible, see Odaki (1993).

Odaki used the following condition for invertibility: convergence of the mean squared error

of the ar(1)-based one-step-ahead prediction, MSE(bztjT ), to the innovation variance �2" as

T !1. The ar(1) representation of zt is de�ned as

zt =

1X
j=1

�jzt�j + "t: (2)

In obvious notation: �(L) =
P
1

j=0 �jL
j = �(L)�1�(L)(1 � L)d and �0 = 1. Note that

�(1) = 0 for d > 0: there is an ar unit root. Pre-sample values, i.e. zj for j < 0, are set to

zero in forecasting. We call the corresponding predictions `naive' forecasts: these predictions

are optimal if the observations are known into the in�nite past. We call the corresponding

one-step-ahead forecast errors naive residuals, denoted by ~et. The coeÆcients of (1�L)
d, Æj ,

are easily computed: Æ0 = 1 and

Æj =
Y

0<k�j

k � 1� d

k
; j = 1; 2; : : :

The restriction d > �1 is imposed in EML and MPL estimation. Forecasting is discussed in

more detail in x4.

Although zt is invertible for the case �1 < d � �0:5, the ma representation of zt:

zt = 1 +

1X
j=1

 j"t = 	(L)"t = �(L)�1(1� L)�d�(L)"t (3)

still has an ma-unit root: 	(1) = 0. The region �1 < d � �0:5 is excluded in NLS estimation,

see also x3.5 below.

We see that  j ! 0; j !1 for d < 1. The process is therefore mean-reverting in this case:

innovations "t only have a transitory e�ect on the time series process. In fact:  k � ck
d�1

for �0:5 < d < 1.

2.1 Empirical analysis of I(d) processes and unit root tests

In empirical work it is useful to inspect major sample characteristics of the data before

employing arfima models. In particular, it is essential to inspect time-series plots of the

data, (inverse) sample autocorrelation functions, sample spectra and variance plots.

Suppose �rst that yt is not trending so that constancy of �t = � is a reasonable assumption.

A time-series plot does not reveal a clear trend, but mean-reversion is slow if 0 < d < 0:5.

The slow convergence of 
k of long-memory processes with d > 0 is re
ected in the sample
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autocorrelation function (SACF), which dies o� slowly if 0 < d < 0:5. For the nonstationary

cases (d > 0:5), one can even expect a linear decline, see e.g. Hassler (1997) for a recent

study. The frequency-domain representation of the sample autocorrelation function is the

sample spectral density function (SDF). The (log) SDF has a high power near zero if d > 0,

indicating the pole in the population density.

One can also look at the variance of (sub)sample means yT = T
�1
PT

t=1 yt as a function

of the (sub)sample size T . It holds that var(yT ) � cT
2d�1 for T ! 1. A plot of T var(yT )

versus T is known as the variance-time function; log(var(yT )) versus log(T ) is a variance

plot. The variance-time function converges to the so-called long-run variance of yt: �
2 =

f�(1)g�2�(1)2�2" only if d=0; it diverges for d > 0. The variance plot has a slope of �1 for

d = 0. The slope is less negative for d > 0.

The slow convergence of the sample mean to the population mean for d > 0 has a number

of consequences. First, the mean is hard to estimate with satisfactory precision, even when

the process is stationary and the sample size is large. Second, sample autocorrelations are

biased towards zero, see e.g. Agiakloglou and Newbold (1994). Third, in contrast to the

arma(p; q) case, estimation of the mean is important for eÆcient estimation of the other

parameters in the model if the sample size is not extremely large, see e.g. Smith Jr, Sowell,

and Zin (1997). However, recent advances in higher order asymptotic theory seem to provide

an adequate and computationally eÆcient solution for this problem, see x3 below. Fourth,

inference on long-run forecasts of the mean is nontrivial, c.f x6.

Suppose next that yt is trending, so that a linear trend in mean might be a reasonable

hypothesis: �t = �0 + �1t. In this case one can look at the sample autocorrelations, spectra

and variance-time functions in deviation from the OLS estimate of �t: bzt = yt � b�t. The

OLS estimator of � = (�0; �1)
0 is not eÆcient if 0 < d < 0:5, see Dahlhaus (1995), butb�1 still converges rather quickly. In the analysis of economic time series, attention is often

focused on the I(1) case, and it may be interesting to test this against I(d), for 0 < d < 1 or

1 < d < 2. This also requires examination of the sample autocorrelations, log spectrum and

variance-time functions of the �rst di�erences. If d < 1, then (1�L)yt is overdi�erenced: the

log SDF has a deep trough near zero, and the sample inverse ACF dies o� slowly.

Note that standard unit root tests, like the Augmented Dickey{Fuller (ADF) test and the

Phillips{Perron test, are not useful to test the I(1) hypothesis against I(d) for d < 1, see

Hassler and Wolters (1994). The ADF-test examines whether �(1) = 0 in (2), which is true

for all d 2 (0; 1]. Robust ar unit root tests like the Philips{Perron test require an estimate of

the long-run variance �2, to make the null distribution free of nuisance parameters, see e.g.

Stock (1994). However, �2 does not exist for d > 0. The null distributions of these unit root

test are not robust with respect to (stationary) long memory.

Well known stationary tests for the I(0) hypothesis, like the KPSS-test, do have power

against fractional alternatives, see Lee and Schmidt (1996). These tests check the convergence

of the variance-time function. They compare the variance of T�1
PT

i=1 yi with the variance of

yt, and reject against I(d), d > 0, if the variance of the cumulative sum is too large. The size

of these tests is diÆcult to control in the presence of additional ar or ma-type short-memory

correlation in �nite samples, see e.g. Hobijn, Franses, and Ooms (1998).

In the context of arfima modelling, testing for a �xed order of I(d) using a `full informa-

tion' parametric analysis is straightforward. Null-limiting distributions are chi-squared and

do not depend on the presence or absence of (breaking) trends in �t, either in the DGP or

in the testing model. That is in sharp contrast with standard ar unit-root tests and station-

arity tests. Gil-Ala~na and Robinson (1997) presented an overview of methods to test I(d)
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hypotheses in econometrics. They employed semiparametric LM-tests for fractional hypothe-

ses, which are locally asymptotically as eÆcient as the full information Wald-tests that we

use below.

Finally, it seems easier to correct size distortions of the likelihood-based fractional tests

for d in �nite samples. The application of higher-order parametric likelihood-based inference

leads to signi�cant improvements for tests for d in the arfima model with a constant and/or

trend as we illustrate below. This improvement has not yet been established for the standard

unit root tests, c.f. Hansen and Rahbek (1998).

3 Estimation and Computation

3.1 Exact and pro�le likelihood

Based on the normality assumption and with a procedure to compute the autocovariances in

the T � T covariance matrix � = �
2
"R of a T � 1 vector of observations y, the log-likelihood

for the arfima(p; d; q) model (1) with regressors is

logL
�
d; �; �; �; �

2
"

�
= �

T

2
log (2�)�

T

2
log �2" �

1

2
log jRj �

1

2�2"
z0R�1z; (4)

where z = y �X� is a T � 1 vector in an obvious notation and � is a k-vector. For example:

�t = x
0
t� = �0+�1t+�2t

2+ :::+�k�1t
k�1. When �2" and � are concentrated out, the resulting

normal pro�le likelihood function becomes:

logLP (d; �; �) = c�
1

2
log jRj �

T

2
logbz0R�1bz; (5)

where bz = y�Xb�; b� = (X0R�1X)�1X0R�1y.

There are two complicating factors when evaluating the likelihood: evaluation of the au-

tocorrelation function to construct R, and inverting this matrix of dimension T �T . Initially,

e�orts to avoid these complications led to a range of approximate procedures. Indeed, it is

still regularly claimed that exact maximum likelihood is prohibitively complex and slow, cf.

Bollerslev and Jubinski (1999), Martin and Wilkins (1999), Ravishanker and Ray (1997). One

of our purposes is to illustrate that EML is suÆciently fast to be used in larger samples or

bootstrap methods.

3.2 Modi�ed pro�le likelihood and related methods

The modi�ed pro�le likelihood is a concept from higher order asymptotic theory, see Cox and

Reid (1987). The aim of this theory is to develop more accurate inference on parameters of

interest in the presence of (a large number) of nuisance parameters, see Barndor�-Nielsen and

Cox (1994, Chapter 4) for a motivation and examples. This theory is well developed for the

normal linear regression model with serial correlation of known functional form.

In the arfima model, the fractional parameter d is often the parameter of interest. For

example, when forecasting partial sums of the process zt with known parameters, the growth

of the variance of partial sums is proportional to H2d+1, where H is the forecast horizon, cf.

Beran (1994, x8.5).

A good estimate of d is also required in the estimation of the variance of the sample

mean, especially for inference about the mean of yt. In most cases, the unknown mean
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�t is a function of nuisance parameters, whose presence has an adverse e�ect on the �nite

sample behaviour of the standard maximum likelihood estimator of d. When �t is estimated,

either by simple regression, or jointly with d by maximizing the pro�le likelihood, bd can be

severely biased, even in the simplest arfima(0; d; 0) model. Smith Jr, Sowell, and Zin (1997)

suggested to overdi�erence the data to remove the constant term, and to directly estimate

d � 1 essentially without bias. However, this procedure is only e�ective when there are no

additional regressors.

An and Bloom�eld (1993) derived the modi�ed pro�le likelihood, logLM , for the regression

model with stationary arfima-errors:

logLM (d; �; �) = c+

�
1

T
�

1

2

�
log jRj �

1

2
log
��X0R�1X

����T � k � 2

2

�
logbz0R�1bz: (6)

They used higher order asymptotic theory to show that the expectation of the score of (6)

for (d; �; �) at the true parameter values is O(T�1), whereas this expectation is O(1) for the

score of (5). This higher order bias correction provides the main argument for the better

behaviour of the maximum MPL estimator over the EML estimator. The EML and MPL

estimators require � and its inverse to exist, and therefore require d < 0:5. The assumption

of normality plays an important role in the derivation of the optimality of both estimators.

The Monte Carlo experiments of An and Bloom�eld (1993), and the results in Hauser

(1999), show that, for simple arfima(1; d; 1) models, MPL reduces bias for bd, and that it

leads to more accurate inference in �nite samples. Hauser (1999) used an OLS-estimate of �

in the MPL estimator in order to reduce the number of computations: bz = y� (X0X)�1X0y.

There are several related higher order asymptotic methods that lead to similar modi�-

cations of the likelihood analysis for the Gaussian linear regression model with correlated

disturbances. Laskar and King (1998) provided an overview including the marginal likelihood

following Tunnicli�e-Wilson (1989) and the approximate conditional pro�le likelihood follow-

ing Cox and Reid (1993). The di�erences with the modi�ed pro�le likelihood of Cox and Reid

(1987) are minor.

3.3 Computing the autocovariances

Various techniques are available to evaluate the autocovariance function of a stationary

arfima process. A conceptually very simple procedure is to compute the autocovariances


k = E(ztzt�k), k = : : : ;�1; 0; 1; : : : from the ma representation (3), with  0 = 1:


k =

1X
j=0

 
z
j 

z
j+jkj�

2
" : (7)

Chan and Palma (1998) used this approach. The drawback is that, because  zj declines

hyperbolically, many terms are needed for an accurate approximation.

Hosking (1981) expressed 
k as a function of the autocovariances of the corresponding

arfima(0; d; 0) process wt = f�(L)g�1�(L)zt and the arma(p; q) process ut = (1� L)dzt:


k =

1X
l=�1



u
j 


w
k�j: (8)

Both 
wj and 
uj are easily calculated using simple recursions, see e.g. Brockwell and Davis

(1993, x3.3 and x13.2). Fast decay in the 
uj will help convergence, but when �(z) has roots
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close to the unit circle, it is still necessary to use many terms for accurate computation of 
k.

For pure arfima(0; d; q) processes, only 2q + 1 terms in (8) are required, which is preferable

to using the ma representation (7).

Ravishanker and Ray (1997) use:


k =

1X
j=0

1X
i=0

 
u
i 


w
k+i�j 

u
j �

2
" : (9)

which alleviates the slow convergence of (7) due to a large d.

A seemingly simple alternative is to numerically integrate over the spectrum, see e.g.

Harvey (1993, p. 229):


k =

Z �

��

fz(!)e
i!k
d!; (10)

where the spectrum of the arfima-process, fz(!), is easily computed. However, numerical

integration for each k does rapidly get prohibitively slow.

More speci�c methods improve speed and accuracy of the computation of 
k: Hosk-

ing (1981) provided a closed form alternative to (8) for the arfima(1; d; 0) case. Sowell

(1992) succeeded in extending and numerically implementing the results of Hosking for the

arfima(p; d; q) case, using the assumption of the unicity of the roots ��1j ; j = 1; : : : ; p, of

the ar polynomial �(z) = 0. Each 
k requires the computation of at least p hypergeometric

function values F (a; 1; c; �j), where a and c are a function of d and j:

F (a; 1; c; �) =

1X
i=1

a(a+ 1) � � � (a+ i� 1)(i� 1)!�i

c(c+ 1) � � � (c+ i� 1)i!
:

This is a slowly converging series for j�ij ! 1. Sowell (1992) achieved a major speed-up of the

algorithm by evaluating the hypergeometric functions recursively: only the hypergeometric

functions for 
T have to be computed separately, with the remaining 
T�1; : : : derived from

the recursion. It is interesting that, while the backward recursion is numerically stable, the

analogue forward version is highly unstable. In addition to the unicity of ar roots, Sowell's

algorithm further requires that no roots are zero, although this was not mentioned in Sowell

(1992). Doornik and Ooms (1999) adjusted the algorithm to make it applicable for �j = 0,

and to make it numerically stable for �j ! 0.

Table 1 compares the methods for an arfima(1; d = 0:45; 1) model with � = 0:8 and � =

�0:5. This is an example where the autocorrelations exhibit slow decay. First, we look at the

accuracy of the approximations. All methods involve in�nite sums, which must be terminated

at some point. The �rst row in the table lists the 31th autocovariance, standardized with

respect to the variance from Sowell's method: 
31=

S
0 . The number in parentheses for methods

(7) and (8) gives the number of terms used in the summation. The numerical integration for

(10) was implemented using QuadPack function qags, see Piessens, de Donker-Kapenga,
�Uberhuber, and Kahaner (1983); qags required more than 200 function evaluations to attain

the reported precision. The reported timings are for computing 1024 autocovariances, and

are relative to Sowell's method.

Table 1 shows that neither the ma representation nor numerical integration are of practical

use. The ma representation requires an infeasibly large number of terms to attain any pre-

cision when there is even moderately slow decay of the ma terms. The method is also slow,
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Table 1: Comparison of ACF computation methods, d = 0:45; � = 0:8; � = �0:5

ma (7) Hosking (8) Integration (10) 

S
k , Sowell


31=

S
0 0.12543 (64 terms ) 0.74707 (64) 0.74771 0.74771

0.17978 (128) 0.74771 (128)

0.49223 (320 000)

timing > 1000 15 250 1

Listed are the values of the scaled 31st autocovariance of methods (7), (8), (10)

and Sowell's method. The numbers in parentheses are the number of terms used in

each approximation. The �nal row lists the computational time relative to Sowell's method.

despite using fast Fourier transforms to compute  j and to evaluate the sum. Numerical

integration is also too slow unless only a few autocovariances are required.

Sowell's method, on the other hand, is both fast and accurate. For Hosking's method we

implemented the convolution using the fast Fourier transform, which made it a reasonably

fast procedure. Its simplicity may occasionally be an argument for using it, e.g. in more

complex models.

3.4 Computing the residual sums of squares

There are several ways to compute bz0R�1bz and the determinant of the T � T matrix R in

order to determine (5) or (6). Note �rst that R has a Toeplitz structure with only T di�erent

elements. We employ Durbin's algorithm, see e.g. Brockwell and Davis (1993, x5.2) for

a time-series interpretation, or Golub and Van Loan (1989, x4.7.2) for a strictly numerical

description. The algorithm solves

R = LDL0 = PP0; e = D�1=2L�1z: (11)

This amounts to direct computation of the Choleski decomposition of R�1. By applying the

factorization as it is computed, storage of the 1

2
T (T+1) elements of the lower triangular matrix

L is avoided. D is a diagonal matrix and e can be considered as a T � 1 vector of residuals of

the dynamic model. The same procedure is used to compute X0R�1X. Sowell (1992) used a

related algorithm which required storage of a triangular T�T matrix; this was an unnecessary

part of his maximum-likelihood procedure. The jth row of L�1 consists of the partial linear

regression coeÆcients ~�
j�1
j�1; ~�

j�1
j�2; : : : ; 1; 0; : : : , where ~�

j
j is the j-th partial autocorrelation.

The diagonal matrix D contains the variances of the one-step ahead prediction errors for

observation j conditional on the observations 1; : : : ; j � 1, scaled by �2" . For large j (and T )

the partial linear regressions coeÆcients converge to the �rst j � 2 elements of the ar(1)-

representation (2), and therefore the residuals et converge to the naive residuals ~et from the

naive predictions.

3.5 Alternative computations and approximations of the likelihood

Two alternatives for the computation of the exact log-likelihood have been suggested, which

attempt to avoid the computation of the T autocovariances for each (d; �; �). Chan and Palma

(1998) use a prediction error decomposition of the likelihood, which is easily calculated using

Kalman Filter recursions. Unfortunately, the required state dimension equals the sample
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size T and the computation of the covariance matrix of the initial state still requires the

computation of �. Both with regard to storage requirements and number of computations

this is not an attractive method for exact maximum likelihood estimation.

Ravishanker and Ray (1997) employ a factorization of the likelihood earlier suggested by

Pai and Ravishanker (1996). Their method only requires computation of the �rst p and the

last 2p+ q � 1 autocovariances and is easily extended to multivariate models. They achieve

this by introducing p + q extra parameters which represent p pre-sample values of zt and q

pre-sample values of "t.

Beran (1995) developed an approximate maximum likelihood estimator based on minimiz-

ing the sum of squared naive residuals, which is also applicable for nonstationary arfima-

processes with d > 0:5. The approximate log likelihood is:

logLA (d; �; �; �) = c�
1

2
log

1

T � k

TX
t=2

~e2t ; (12)

where ~et are the one-step-prediction errors from the naive predictions de�ned near (2). Beran

proved asymptotic eÆciency and normality of the resulting estimators for (d; �; �). Beveridge

and Oickle (1993) and Chung and Baillie (1993) presented Monte Carlo evidence which suggest

it to be a good estimator for arfima(0,d,0) models with unknown mean. Chung and Baillie

(1993) called this estimator the conditional sum-of-squares estimator. We call it the nonlinear

least-squares (NLS) estimator.

EML, MPL and NLS are all implemented in the arfima-package of Doornik and Ooms

(1999), which is a class of procedures in the programming language Ox, see Doornik (1998).

The package also implements the forecasting and bootstrap methods discussed below.

4 Forecasting

The residuals et of EML and ~et of NLS estimation are the results of two di�erent methods of

prediction: best linear unbiased prediction and naive prediction, which can also be applied

out-of-sample.

The best linear prediction of zT+H , given the information in z and knowing the parameters

of the arfima process, is given by

bzT+H = (
T�1+H � � � 
H) (�T )
�1z = q0Hz (13)

see e.g. Beran (1994, x8.7) or Brockwell and Davis (1993, x5.1). Again, this can be viewed

as a regression of zT+H on z, and (�)�1T z can be computed eÆciently using a Durbin

type algorithm. Let QHjTz denote the optimal forecast for bzHjT = (bzT+1 � � �bzT+H)0, then
var(bzHjT ) = 
HjT = �H � QHjT�TQ

0

HjT
. The diagonal elements give the mean squared

errors of the optimal j-step ahead forecasts j = 1; : : : ;H. It is often of interest to forecast

partial sums of zt, e.g. when log price-level predictions are constructed as partial sums of in-


ation forecasts. The variance matrix of cumulative prediction errors is then easily computed

as C
HjTC
0 where C is a lower triangular matrix of only ones.

The naive method recursively predicts ~zT+1, ~zT+2; : : : using ar-representation (2) up to

order T; T + 1; : : : . Corresponding variances of ~zT+H are computed using the ma-coeÆcients
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of (3):

var(~zT+H) = �
2
"

0
@1 + H�1X

j=1

 
2
j

1
A : (14)

Again, ~zt+HjT converges to bzt+HjT as T !1.

5 First order, higher order and simulation-based inference

5.1 Wald, LM and LR type tests

The asymptotic eÆciency and normality of the maximum likelihood estimators for (d; �; �)

and � have been established by Dahlhaus (1989) and Dahlhaus (1995).

We use numerical di�erentiation to compute the covariance matrix of the (d̂; �̂; �̂) from

the Hessian, of the (modi�ed) pro�le log likelihood function at the (approximate) M(P)L

estimates. The covariance matrix of b� is of the familiar GLS type:

varb� = b�2"(X0R�1X)�1:

To our knowledge, an MPL estimator for b�2" , has not been derived, except for special cases

like the standard linear model without dynamics, where it equals the familiar unbiased OLS-

estimator: b�2" = (T � k)�1e0e, see e.g. Barndor�-Nielsen and Cox (1994, example 4.9).

For \MPL-inference" on � we employ the OLS-formula for b�2" . Kiviet and Phillips (1998)

discuss recent developments in bias corrections of b�2" in ar-models and suggest to increase

the degrees-of-freedom correction, k, also with the number of estimated ar parameters, p.

Wald-tests on well identi�ed null-hypotheses in the interior have limiting chi-squared null

distributions. We compute the covariance matrix for the nonlinear least squares estimates

(d̂; �̂; �̂; �̂) using a numerical Hessian evaluated at the NLS estimates.

By pre�ltering zt using the naive �lter (2) with a �xed d, one can test every I(d) null

hypotheses against higher or lower orders of integration using chi-squared asymptotic infer-

ence. Gil-Ala~na and Robinson (1997) followed this approach using LM tests for I(0:5) up

to I(2:25). Their semiparametric tests have poor �nite sample characteristics, making the

outcomes hard to interpret.

Pre�ltering with (1� L)d can also be used to obtain test statistics for ar unit-root non-

stationarity, where null distributions usually do not have limiting chi-squared distributions.

Testing �(1) = 0 against �(1) < 0 without assuming a �xed value for d under the null is

diÆcult. The null distribution of the test statistic will then depend on the unknown d, see

Chan and Terrin (1995), and Jeganathan (1999). Ling and Li (1999) considered AR unit root

testing using joint NLS estimates of arma parameters and d in semi-long memory ARFIMA

models. They obtained limiting distributions, free of nuisance parameters, comparable to the

limiting distributions for OLS based unit root tests in AR models obtained by Chan and Wei

(1988). However, semi-long memory ARFIMA models have starting conditions that di�er

essentially from the standard ARFIMA model, also when �(1) < 0 and d < 0:5.

As we mentioned above, standard asymptotic inference does not always work well for

arfima models in �nite samples. The EML estimator can be severely biased, and empirical

con�dence levels for Wald tests may deviate substantially from the nominal levels. Hauser

(1999) showed in extensive Monte Carlo simulations for low-order arfima models that em-

pirical con�dence levels for EML based tests on (d; �; �; �) may deviate substantially from

10



their theoretical counterparts, especially when parameters are near the boundary of the pa-

rameter space and when �(z) and �(z) are close to having common roots, so that the model

is approximately non-identi�ed.

5.2 Bootstrap inference

In light of the previous section it is therefore important to check whether one is dealing with

a problematic parameter region for inference. If an estimator or test is not well behaved it

may be necessary to transform the parameters or change the estimation procedure to get

more reliable inference. A parametric bootstrap analysis is a very useful way to examine the

appropriateness of the di�erent estimators and their corresponding tests. EÆcient compu-

tations now allow us to perform serious bootstrap exercises for empirically relevant cases in

minutes or hours, rather than days.

All that is required for the parametric bootstrap, in addition to eÆcient implementations

of estimators and tests, are exact drawings from the DGP of an arfima process. Let PP0

be a Choleski factorization of � then drawings y are conveniently generated as y = P"+X�

where " is a vector of independent standard normal drawings. For large samples sizes, storage

of the triangular matrix P may be problematic. In that case, an inverse version of Durbin's

algorithm can be applied.

We use the bootstrap samples for several purposes. First, we check the distribution of

the estimators and corresponding tests empirically for completely speci�ed data generating

processes within our model class using the estimates for our data. We look both at marginal

and at joint distributions for the parameter estimates. This bootstrap analysis also allows us

to get an idea of the e�ect of parameter uncertainty on the forecast error variances of feasible

forecasts. This is especially important for forecasts of nonstationary processes, where the

rate at which the forecast error variance grows with the horizon, depends on the unknown

parameter d.

Next, we use bootstrap samples for parametric bootstrap tests: the time series is resam-

pled using the estimates of parameters under a null hypothesis of interest. We compute the

test statistics for the observed sample, as well as for each bootstrap sample. If the estimated

bootstrap p-value, i.e. the proportion of simulated test statistics that exceeds the observed

test statistic, is smaller than our signi�cance level, the null hypothesis is rejected. In many

circumstances one may expect bootstrap inference to be more accurate than standard asymp-

totic inference, see Davidson and MacKinnon (1999b). Finally, we use parametric bootstrap

samples for a DGP outside the basic model class, in our case an arfima model with garch

one-step-ahead prediction errors de�ned by

"t = h
1=2
t �t; (15)

ht = �0 +

rX
i=1

�i"
2
t�i +

sX
i=1

~�iht�i; (16)

where �t is i.i.d zero mean random variable with E(�2t )=1.

This enables us to check the robustness of our inference with respect to the model as-

sumptions. Since an exact likelihood method is not available for the arfima{garch model,
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we use an extension of the NLS estimator, cf. Ling and Li (1997):

logLA

�
d; �; �; �; �; ~�

�
= c�

1

2

PT
t=2 log ht �

1

2
log 1

T�1

PT
t=2

~e2t
ht

ht = �0 +
Pr

i=1 �i~e
2
t�i +

Ps
i=1

~�iht�i;

(17)

where � = (�0; : : : ; �r); ~� = (�1; : : : ; �s).

Asymptotic robustness of approximate Gaussian estimators for arfima models in the

presence of garch errors has recently been investigated. Robinson and Henry (1999) showed

the widely used frequency domain semi-parametric of d to be robust to garch errors under

some additional moment conditions on the innovations. Ling and Li (1997) showed the in-

formation matrix corresponding to (17) to be block-diagonal with respect to the arfima and

garch parameters, which means that the simple NLS-estimator based on (12) is asymptot-

ically eÆcient in the presence of garch errors. Ling and Li (1997) also assumed moment

conditions on the innovations but they did not need to assume d < 0:5.

6 Modelling In
ation in the US and UK

In this section we apply arfima-models to two aggregate postwar in
ation series, one for

the US, and one for the UK. These data possess typical long-memory properties: sample

autocorrelation functions decay only very slowly, but there is no clear long-run trend indicating

nonstationarity. Indeed, many postwar aggregate in
ation series of OECD countries have

been successfully modelled using a variety of long-memory models and associated methods of

inference. These studies regularly found values for d that di�ered signi�cantly from zero, see

e.g. Hassler and Wolters (1995), Delgado and Robinson (1993), Baillie, Chung, and Tieslau

(1996), and Bos, Franses, and Ooms (1999). Seasonality also matters, see e.g. Hassler and

Wolters (1995) and Ooms and Hassler (1997).

The �rst series is a monthly price index series for core in
ation in the US, with Bureau of

Labor Statistics code SA0L1E, i.e. the urban consumer price index for all items except food

and energy, which is one of the series analyzed by Ooms (1996). The sample period is 1959.1{

1995.12. The second series is a quarterly UK price index series for total consumption used in

the analysis of Scott (1995), for the period 1959.1{1992.4. We construct the corresponding

in
ation series by taking logs and �rst di�erences. Both in
ation series show long memory

and clear seasonality. We �rst adjust the series for deterministic seasonality by regression

on centered seasonal dummies. In order to avoid unnecessary complications, we assume the

mean seasonal pattern to be constant over time, i.e. the changes in the seasonal factors in

prices are not persistent. There is no clear evidence against this assumption e.g. when we

apply tests for the order of integration at seasonal frequencies.

Figure 1a presents a time-series plot of seasonally-adjusted US core in
ation. Figure 2a

contains the corresponding sample autocorrelation function (SACF) b
k= b
0, for lags of 1 up

to 120 months. All �gures were made using GiveWin 1.2, see Doornik and Hendry (1999).

The time-series plot shows slow mean reversion of in
ation. There is a pronounced additive

outlier in July 1980 which has to be taken into account. We model it with a single dummy

variable for a temporary change in mean in 1980.7. The decay in the SACF is very slow,

indicating a d close to, or inside the nonstationary region [0:5;1). There is also some evidence

of remaining (short-memory) seasonality in the SACF with local maxima at lags that are a
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Figure 1: US and UK Seasonally Adjusted In
ation Rates.
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Figure 2: Sample Autocorrelation Functions and Spectral Densities of US In
ation Rates.

multiple of 6. The nonparametric estimate of the spectral density function (SDF) in Figure

2b shows a clear peak near frequency zero.
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Figure 3: Sample Autocorrelation Functions and Spectral Densities of UK In
ation Rates.

Figure 1b shows the corresponding time-series plot for seasonally-adjusted UK consumer

price in
ation, DLPCtotUKsa, which seems more erratic. Here we treat 1979.3 as an outlier.

The outliers in 1990.2 and 1991.2 are clearly connected, which is why we introduce one dummy

variable taking value 1 in 1990.2 and value �1 in 1991.2. The SACF and SDF are presented

in Figure 3. The basic pattern is the same as for the US series.
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6.1 Inference

An adequate, yet parsimonious, approximation to the second-order characteristics for both

time series is given by the following arfima model with zero-frequency long-memory and

short-memory seasonality:

(1� �pL
p)(1� L)d(yt � x

0

t�) = (1 + �qL
q)"t;

where p = q = 12 for the monthly US data, and p = q = 4 for the quarterly UK data, and

xt consists of a constant and dummy variables. Tables 2 and 3 present estimation results for

both countries using EML, MPL and NLS. The NLS-garch results are discussed in x8. The

US sample is larger, and we expect a closer similarity of EML, MPL and NLS for the US

series. This is con�rmed by the US values for bd close to 0.4 obtained for all three methods.

The UK estimates for d vary from 0.47 to 0.64. The standard errors for the parameter

estimates are also much larger for the UK series than for the US series. The EML standard

error for bd is an exception, but there bd is too close to 0.5 to attach too much meaning to its

standard error as we show below. Both the US and UK series exhibit clear evidence of long

memory. The US series seems covariance stationary, and the UK seems nonstationary, but

one cannot easily reject d = 0:5 for the UK data.

The di�erences between the estimators are more pronounced and therefore more interest-

ing for the UK. The results in Table 3 illustrate an important practical problem of estimating

a d near 0:5. EML delivers an estimate smaller than 0.5, whereas MPL did not converge.

Therefore we di�erence the data and re-estimate. The tabulated value for d is 1 + bd�. As a
consequence we can no longer identify a value for the mean of in
ation: the constant drops

out of the regressor set. Note that MPL and EML di�er only if there are regressors in the

model, so except for the small e�ect of the dummy variables, the MPL results can also be

viewed as EML estimates obtained by modelling the �rst di�erences.

Table 2: Estimation results for US in
ation

EML MPL NLS NLS-GARCH
bd 0.400 (0.033) 0.411 (0.034) 0.409 (0.036) 0.316 (0.038)
b�12 0.769 (0.101) 0.783 (0.091) 0.620 (0.110) 0.678 (0.077)
b�12 -0.605 (0.123) -0.621 (0.113) -0.447 (0.121) -0.460 (0.085)

Constant 0.00313 (0.0024) 0.00309 (0.0028) 0.00432 (0.00174) 0.00362 (0.00095)

DUM807 -0.0114 (0.0017) -0.0114 (0.0017) -0.0115 (0.0017) -0.0105 (0.0024)

b�1 0.201 (0.064)
b�1 0.762 (0.068)

106b�2 3.6260 3.6250 3.5476 3.7889

Sample: 1959.1{1995.12 (T = 444). All methods directly applied to in
ation series.

There is no need for a priori di�erencing when applying NLS. There is, however, a change

in the interpretation of the constant term for di�erent values of d. For �0:5 < d < 0:5 the

constant term represents the mean of in
ation, but for 0:5 < d < 1 it should be interpreted as

the mean growth rate of in
ation. The constant is of course unidenti�ed (cannot be estimated)

if d = 1. In the UK case the mean growth estimate of -0.07 is apparently not well identi�ed

in the data.
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Table 3: Estimation results for UK in
ation

EML MPL NLS NLS-GARCH
bd 0.471 (0.035) 0.581 (0.078) 0.642 (0.074) 0.520 (0.074)
b�4 0.767 (0.13) 0.809 (0.11) 0.740 (0.078) 0.789 (0.062)
b�4 -0.487 (0.18) -0.544 (0.15) -0.487 (0.12) -0.555 (0.102)

Constant 0.0116 (0.034) | -0.0695 (0.040) -0.0500 (0.018)

DUM793 0.0411 (0.0063) 0.0411 (0.0060) 0.0409 (0.0057) 0.0405 (0.0072)

DUM902912 0.0185 (0.0040) 0.0187 (0.0039) 0.0187 (0.0037) 0.0187 (0.0021)

b�1 0.242 (0.109)
b�1 0.681 (0.108)

105b�2 5.4399 5.4769 5.1171 5.2354

Sample: 1959.1{1992.4 (T = 136). EML, NLS applied to in
ation; MPL applied to �in
ation.

As discussed in x3, the di�erence between MPL and NLS is mainly due to the residual

sum of squares term in the likelihoods of both methods. Figure 4 compares the residuals of

MPL and NLS. The residuals in the �rst part of the sample are indicated by small circles.

There the naive residuals of the NLS method are clearly smaller than the MPL residuals.

The information in the �rst part of the sample is used more eÆciently by MPL. It is clear

that NLS e�ectively reduces the weight of the �rst observations on the inference. Although

we obtain a large d, we observe a close similarity of the residuals of the two methods in the

remaining part of the sample. The partial linear regression coeÆcients mimick the coeÆcients

of the ar(1)-representation quite closely for, say, j > 40, cf. x3.4.
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Figure 4: Residuals for MPL and NLS methods for the UK model.

Table 4 presents diagnostics from PcGive (Hendry and Doornik (1999)), applied to the

EML and MPL residuals et and to the naive NLS residuals ~et. There is no clear evidence

against the white noise assumption but some non-normality and arch e�ects are detected.

The results for the EML-et, MPL-et and ~et are qualitatively similar. The UK results for EML

and MPL match more closely than MPL and NLS, although the latter residuals are based

on approximately the same bd. This is most clear in the normality tests. It seems that the

e�ective downweighting of the �rst observations by NLS also happens to remove evidence

against non-normality.

The LM-type test results must be treated with some caution since we did not correct

the test statistics for the pre�tting of dynamic parameters and the removal of the outliers.
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Table 4: Diagnostic tests for residuals

UK residuals ar 1-5 arch 4 Normality

EML 0.793 [0.556] 5.578 [0.000] 8.299 [0.016]

MPL 0.569 [0.724] 5.031 [0.001] 7.387 [0.025]

NLS 0.264 [0.932] 5.395 [0.001] 5.178 [0.075]

US residuals ar 1-48 arch 11 Normality

EML 1.248 [0.134] 4.539 [0.000] 4.929 [0.085]

MPL 1.245 [0.136] 4.410 [0.000] 5.158 [0.076]

NLS 1.295 [0.099] 4.388 [0.000] 7.696 [0.021]

LM tests for ar-type serial correlation in the conditional mean
and arch-type serial correlation in the conditional variance;
Doornik and Hansen (1994) tests for normality. p-values in brackets.

Li and McLeod (1986) discussed the behaviour of time domain serial correlation tests of

naive residuals of long-memory models; Harvey and Koopman (1992) discussed the e�ect of

pre�ltering on normality tests. As long as the dynamics are well speci�ed, standard normality

tests can be applied. As an additional speci�cation test we tried to �t extra arma parameters.

These turned out not to be signi�cant. The bootstrap analysis presented below shows no

problems of non-identi�cation because of cancelling roots in the ar and ma part of the

model, so the models do not seem to be overspeci�ed either.

6.2 Forecasting

An important goal of long-memory time-series modelling is to perform inference on long-

range forecasts. How do the di�erences in estimates of d and � translate into the location and

width of forecast intervals for in
ation and the log price level? We present the main picture

in Figure 5. We give detailed results in Tables 5, 6 and 7.

Figure 5 displays the last 7 years of the UK sample, together with nominal 95% con�dence

forecast intervals up to a horizon of 8 years. The di�erent panels clearly show how the rate

of growth of the forecast interval depends on bd. The e�ective orders of integration are about

0.47, -0.42 and 0.64 for the top graphs and 1.47, 1.58 an 1.64 for the bottom graphs.

The EML estimate of 0.47 indicates stationarity for the level of UK in
ation. With a d

so close to 0.5 we observe that the forecast and its variance converge only very slowly to the

unconditional mean and variance. The (short-memory) deviations in the stationary seasonal

pattern are apparently predictable. This shows most clearly in the forecasts for the changes

in in
ation (d = �0:42) which form the basis of the MPL projections. Here the forecasts

converge must faster to the unconditional (zero) mean and variance of the process.

The NLS forecasts for in
ation are based on d = 0:64, which is clearly above 0.5. The

regression constant in the model now determines a (downward) trend in
ation. The variance

of the H-step ahead forecasts grows proportionally to H
2d�1 for nonstationary d > 0:5,

assuming H=T ! 0, c.f. Beran (1994, x8.6). Therefore, the width of the NLS forecast

interval for in
ation is proportional to the corresponding square root: cH0:64�0:5. Eventually

the entire forecast interval for in
ation will be strictly smaller than zero, but not until far

into the third millennium.

The di�erent forecasts for the log price level are displayed in the bottom graphs of Figure 5.

All these forecasts show clearly that the UK price level is not mean reverting: d � 1.
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Figure 5: Forecasts of (�) in
ation levels and log price levels with 95% con�dence bands for the EML,

MPL and NLS estimates for the UK model. Optimal forecasts for EML and MPL, naive forecasts for

NLS.

The EML price level forecast is linearly trending and the width of the forecast interval is

proportional to H0:97. Therefore, the interval grows (nearly) at a linear rate as well. The

forecast interval is eventually bounded from below, although this does not seem important

for relevant forecast horizons. The MPL price-level forecasts are also linearly trending, since

we have integrated the zero mean �in
ation series twice. The slope resembles the slope in

the EML forecasts. The forecast interval grows proportionally to H1:08. The NLS forecast

approaches a quadratic trend and the growth of the forecast interval re
ects the covariance

nonstationarity most clearly.

Table 5: Forecast results for UK log-price level 1 to 32 quarters ahead

EML MPL NLS

optimal: bzT+H optimal: bzT+H naive: ~zT+H naive: ~zT+H
H Date forecasts rmse forec. rmse forec. rmse forec. rmse

1 1993.1 .13623 (.00738) .13553 (.00740) .13537 (.00740) .13448 (0.00715)

2 1993.2 .14684 (.01314) .14522 (.01386) .14481 (.01385) .14262 (0.01375)

3 1993.3 .15540 (.01879) .15298 (.02052) .15224 (.02049) .14857 (0.02073)

4 1993.4 .16357 (.02440) .16026 (.02735) .15913 (.02730) .15388 (0.02801)

12 1995.4 .24138 (.08474) .22785 (.10408) .22081 (.10353) .19232 ( 0.11100)

24 1998.4 .36548 (.19902) .33074 (.26306) .30649 (.26043) .21665 ( 0.28289)

32 2000.4 .45227 (.28430) .40124 (.38961) .36041 (.38457) .21412 ( 0.41783)

Sample: 1959(1) - 1992(4). See Table 3 for model and parameter estimates.
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Table 5 provides numerical evidence corresponding to Figure 5; it also contrasts the opti-

mal and naive forecasts. The former involve formulae for projection into the �nite past. The

weight of past observations declines only slowly in long-memory models and one can expect

a substantial di�erence with naive forecasts which use projection as if the in�nite past is

known. However, Table 5 shows that the di�erences are small. The results for MPL required

us to integrate the forecasts for �in
ation twice. Evenso, the log price-level forecasts 8-years

ahead di�er only by .04, with estimated standard error of 0.390 and 0.385. In sum, we see

that the choice of estimator matters much more than the choice of predictor. Naturally, the

di�erence between optimal and naive forecasts becomes more pronounced as the sample size

decreases.

Table 6: Forecast results for US in
ation 1 to 24 months ahead

EML MPL NLS

optimal: bzT+H optimal: bzT+H naive: ~zT+H naive: ~zT+H
H Date forecasts rmse forec. rmse forec. rmse forec. rmse

1 1996.01 .29469 (.19045) .29519 (.19086) .29564 (.19082) .27429 (0.18835)

2 1996.02 .31269 (.20514) .31240 (.20640) .31305 (.20634) .29726 (0.20348)

3 1996.03 .26746 (.21197) .26600 (.21373) .26678 (.21364) .26470 (0.21059)

6 1996.06 .17061 (.22160) .16559 (.22418) .16664 (.22403) .19761 (0.22066)

12 1996.12 .17599 (.22940) .17145 (.23277) .17285 (.23251) .20535 (0.22887)

24 1997.12 .20498 (.24560) .19897 (.25020) .20102 (.24967) .25193 (0.24627)

Sample: 1959 (1) - 1995 (12). Model, see Table 2. Forecasts and standard errors multiplied by 100.

Table 7: Forecast results for US log-price level 1 to 24 months ahead

EML MPL NLS

optimal: bzT+H optimal: bzT+H naive: ~zT+H naive: ~zT+H
H Date forecasts rmse forec. rmse forec. rmse forec. rmse

1 1996.01 5.0949 (0.001904) 5.0949 (0.001909) 5.0949 (0.001908) 5.0947 (0.001883)

2 1996.02 5.0980 (0.003277) 5.0980 (0.003302) 5.0980 (0.003301) 5.0976 (0.003254)

3 1996.03 5.1007 (0.004581) 5.1006 (0.004632) 5.1007 (0.004630) 5.1003 (0.004561)

6 1996.06 5.1055 (0.008287) 5.1053 (0.008439) 5.1054 (0.008430) 5.1059 (0.008292)

12 1996.12 5.1187 (0.015232) 5.1183 (0.015627) 5.1185 (0.015597) 5.1203 (0.015316)

24 1997.12 5.1486 (0.030342) 5.1477 (0.031346) 5.1481 (0.031231) 5.1533 (0.030746)

Sample: 1959 (1) - 1995 (12). Model, see Table 2.

The US forecasts are only presented in numerical form. Table 6 shows the projected

in
ation rates and Table 7 gives the associated price-level forecasts. Note that the in
ation

forecasts are multiplied by 100. US core in
ation is less erratic than UK in
ation. Still, the

one-month ahead standard forecast error is 0.19%. One quarter ahead the standard error is

0.46% and two years ahead it is 3%. The corresponding �gures for UK in
ation are 0.8%

and 6%. The di�erences between estimation and forecast methods are much smaller for the

US than for the UK data. The asymptotic equivalence of the estimators and projectors is

apparent at the US sample size of 444. Two-year ahead price level point and interval forecasts

di�er at most 0.25% across methods.
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7 Bootstrap Inference

Parametric bootstrap inference can be used to test for any value of d. As an important

illustration, we take the parameter estimates of the di�erent methods as our null hypotheses.

In this way we can check the reliability of EML, MPL and NLS based inference in empirically

relevant cases. In practice one can e.g. apply a parametric bootstrap test for d = 1:01

for in
ation rates in the hope of rejecting the null of no mean reversion. Under each null

hypothesis we draw 1000 pseudo-samples using the exact simulation algorithm described in

x3. For each pseudo-sample we compute parameter estimates and associated t-values (or

directed likelihoods) for tests on the true (DGP) value.

7.1 Bootstrap inference for the US model
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Figure 6: Estimates of parametric bootstrap densities for bd and QQ-plots for the corresponding

directed likelihood or t-statistics for the US model of Table 2. See also Tables 8 and 9.

The US model bootstrap results in Figure 6 clearly show the downward bias of the EML

estimator for d. The MPL estimator bias is much smaller; it is slightly skewed to the left,

but this could be exaggerated because we excluded 17 estimates where the estimator did not

converge to a d < 0:5. Estimation on �rst di�erences of in
ation, as in our application to

the UK data, leads to a more symmetric distribution. The NLS estimator also has a much

smaller bias than EML, but is less precise than MPL.

The bias in the estimators leads to a corresponding bias in the t-statistics. The numerical

results in Table 8 con�rm that MPL-based inference is more accurate in this case. The

scatterplots in Figure 7 show that d is well identi�ed: bd is hardly correlated with c�12. This
is an important check: empirical identi�cation is a necessary condition for the successful

application of standard asymptotic results in practice. The scatterplot of �12 versus �12
shows that both parameters are not well identi�ed individually. Note that �12 and ��12

seem to di�er about two standard errors if one looks at the NLS-output in Table 2 only.

This would suggest no problems with regard to common roots in the ar and ma part of the

model. However, especially the NLS-inference for these individual parameters is completely
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Figure 7: Cross plots of parametric bootstrap replications of three estimators for US model of Table 2.

Table 8: Parametric bootstrap estimator results for estimators US core in
ation

EML MPL NLS

bias RMSE bias RMSE bias RMSE
bd -0.0156 0.039 -0.0031 0.037 -0.0099 0.040
b�12 -0.0386 0.143 -0.0208 0.125 -0.1865 0.284
b�12 0.0377 0.163 0.0194 0.147 0.1899 0.289

Constant -0.00019 0.0025 -0.00021 0.0028 -0.00020 0.0025

DUM807 -0.00003 0.0017 -0.00004 0.0017 0.00004 0.0017

106b�2 -0.0500 0.237 -0.0322 0.235 -0.0118 0.262

See Table 2 for the DGP, Fig. 6 for the density estimates. 1000 replications.

unreliable, even for this sample size of 444. The estimators are biased by about �0:2 and

0:2, they are not Gaussian and show a huge overdispersion. EML and especially MPL based

inference works much better, although the EML and MPL estimators display some severe

outliers as well.

Fortunately, inference for the individual ar and ma parameters is not as important as

inference on d. The sum, �12 + �12, can be interpreted as the impulse response of the short-

memory component of in
ation after one year. This statistic has a much better behaved

distribution, also when applying the NLS estimator. The short-memory impulse response

after 2 years, �12(�12+ �12), is also well behaved, see Figure 8. Again, we see that MPL leads

to more accurate inference.

The estimation of the dummy parameters presents no problems. The distribution of the

estimator for the constant is also approximately Gaussian and the empirical RMSE corre-

sponds quite closely to the estimated standard error, compare Tables 8 and 2. However,

Table 9 shows that the t-test for the constant is overdispersed, especially if one applies NLS.

The overdispersion is a consequence of the parameter uncertainty in d which is not properly

taken into account using the present methods. The uncertainty in bd is too large to use con-
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Table 9: Empirical rejection probabilities at 10% and 5% nominal level for two-sided t-tests.

US core in
ation

EML MPL NLS

10% 5% 10% 5% 10% 5%

t� bd .122 .067 .083 .041 .115 .058

t� b�12 .103 .075 .131 .092 .270 .174

t� b�12 .118 .069 .132 .094 .288 .192

t�Constant .187 .125 .142 .094 .328 .255

t�DUM807 .109 .056 .111 .057 .113 .061

See Figure 6 for the QQ-plots. 1000 replications.
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Figure 8: Estimates of parametric bootstrap densities impulse responses short-memory part of the

US model at seasonal lags 12, ar+ma parameter, and 24, ar2+ar�ma.

ventional GLS-type standard errors for inference on the mean of the process, illustrated by

the fact that the empirical coverage probability at a nominal 90% level is only 67%.1 This

indicates that NLS-based Wald tests for structural stability, which test for changes in the

mean, may also su�er from overrejection in similar situations; also see Bos, Franses, and

Ooms (1999), who experienced the same problem with LM-tests for structural stability. Note

that the problem of estimating the standard error of the mean of in
ation is related to the

problem of estimating the standard error of the forecasts of longer horizon price levels, which

is largely equivalent to estimating the standard error of the mean of future in
ation. Forecast

analysis is discussed in x7.3.

Summarizing the bootstrap results for the US model, we see that MPL based inference is

clearly more eÆcient and reliable than EML and NLS. The di�erences between EML, MPL

and NLS are larger than one would expect from the simple point estimates.

1Beran (1994, x8.6) provides more accurate (non-Gaussian) approximations to the �nite sample distribution

of the test statistic for the mean of an arfima(0,d,0) process.
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7.2 Bootstrap inference for the UK model
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Figure 9: Estimates of parametric bootstrap densities for bd and QQ-plots for the corresponding

`directed' likelihood or t-statistics for the UK model of Table 3. See also Tables 10 and 11.
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Figure 10: Cross plots of parametric bootstrap replications of three estimators for UK model of

Table 3.

The bootstrap results for the UK model tell a similar story. On the whole, the estimators

are of course less precise than in the US model: the sample is smaller and covers a shorter

period. The problems with the EML-estimator for d close to 0.5 are very clear from Figures 9

and 10. The QQ-plot for the t-statistics of the MPL estimator (here applied to �rst di�erences

of in
ation) shows that Sowell's solution, which is to use �rst di�erences (estimating d � 1

instead of d), works well, even in this small sample. Direct application of NLS to the in
ation

levels does not work as well, but it is not nearly as 
awed as applying EML to the levels.
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Table 10: Parametric bootstrap estimator results for UK consumer price in
ation

EML MPL NLS

bias RMSE bias RMSE bias RMSE
bd -0.0644 0.086 -0.0048 0.076 -0.0146 0.083
b�4 -0.0857 0.213 -0.0540 0.191 -0.1259 0.283
b�4 0.0964 0.257 0.0451 0.225 0.1188 0.314

Constant 0.00073 0.033 -0.0014 0.048

DUM793 0.00013 0.006 0.00026 0.006 0.00020 0.006

DUM902912 -0.00004 0.004 0.00002 0.004 -0.00003 0.004

105b�2 -0.2171 0.655 -0.1415 0.665 -0.2669 0.649

See Table 3 for the corresponding DGP. See Figure 9 for the density estimates.

Table 11: Empirical rejection probabilities at 10% and 5% nominal level for two-sided t-tests.

UK consumer price in
ation

EML MPL NLS

10% 5% 10% 5% 10% 5%

t� bd .189 .114 .090 .051 .138 .078

t� b�4 .120 .080 .137 .105 .284 .203

t� b�4 .150 .104 .148 .102 .288 .214

t�Constant .460 .393 .295 .206

t�DUM793 .103 .053 .099 .049 .113 .062

t�DUM902912 .103 .049 .129 .076 .103 .054

See Fig. 9 for the QQ-plots. 1000 replications.

Again we see that �4 and �4 are not well identi�ed individually. There are more outliers in

the empirical distribution in Figure 10 than in the corresponding Figure 7 for the US model.

However, it is also clear that �4+�4 = 0, i.e. cancelling roots and no seasonal parameters can

be rejected. The line �4+ �4 = 0 in the scatter plot indicates this. Note that EML and MPL

restrict �4 to an interval [�1 + Æ; 1 � Æ], where we chose Æ = 0:001. NLS does not explicitly

impose this restriction. Table 10 summarizes the UK bootstrap results for the parameter

estimation. MPL is again clearly preferrable: it is both more eÆcient and more reliable.

NLS is second best, and the EML application is very dangerous. Table 11 summarizes the

behaviour of individual t-tests. Only the t-tests for the dummies and the MPL-based t-test

for d are reliable. Testing for the overall mean of UK in
ation does not seem to make sense,

UK in
ation being nonstationary. The NLS-based test for a trend in in
ation is also very

inaccurate.

7.3 Bootstrap forecasts

We use extended bootstrap samples to check the reliability of our asymptotic likelihood-

based inference on the forecasts. Note that the derivations of forecast intervals neglect the

estimation uncertainty in the parameters and treat them e�ectively as known. It is interesting

to see whether this is appropriate in the current context, where we re-estimate the model in
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each bootstrap sample.

-1 0 1

.5

1

1.5

EML

Error32

-1 0 1

.25

.5

.75

1

MPL

-1 0 1

.25

.5

.75

1
NLS

0 .25 .5 .75

2.5

5

7.5

10

RMSE32

0 .25 .5 .75

2

4

0 .25 .5 .75

1

2

3

4

5

Figure 11: Estimates of parametric bootstrap densities of the 8 year ahead forecast error for the UK

log price level, for three estimators and estimates of the density of the corresponding estimators of

root mean square error of 8 year ahead forecasts.

Table 12: Parametric Bootstrap Forecast results for US log-price level up to 24 months ahead

EML (optimal) MPL (optimal) NLS (naive)

RMSE
pcvar(bzT+H) RMSE

pcvar(bzT+H) RMSE
pcvar(~zT+H)

h Date mean RMSE mean RMSE mean RMSE

1 1996.01 .0190 .0189 .00061 .0190 .0190 .00061 0.0187 0.0185 0.00063

2 1996.02 .0323 .0323 .00118 .0326 .0328 .00121 0.0326 0.0318 0.00124

3 1996.03 .0450 .0449 .00193 .0457 .0460 .00200 0.0451 0.0445 0.00206

12 1996.12 .1512 .1465 .01161 .1558 .1546 .01256 0.1525 0.1479 0.01284

24 1997.12 .3002 .2890 .02939 .3115 .3094 .03220 0.3079 0.2963 0.03304

Sample: 1959 (1) - 1995 (12). 1000 replications. All numbers are multiplied by 10.
See Table 2 for the DGP, Table 7 for the corresponding sample estimates of forecast errors.

We present the results in Tables 12 and 13, and in Figure 11. For each estimation method

and each horizon we present three numbers. The �rst is the empirical RMSE of the actual

forecast errors across all bootstrap samples. Overall these empirical RMSEs compare well

with the RMSE that we estimated directly using the standard formulae for our actual sample

(note that the results have been multiplied by 10). The next two statistics describe the

empirical distribution of the estimated RMSEs. For one-step ahead forecasts these are mainly

determined by the empirical distribution of b�". For longer multi-step forecasts they are also

in
uenced by bd. The uncertainty in the estimated RMSE, which we denote by
pcvar(bzT+H)

and
pcvar(~zT+H), is quite substantial. This is most clearly shown in Figure 11 for the eight-

year ahead forecasts of the UK price level, where we used values for d of 0.47, 0.58 and 0.64 in

the data generating process. The di�erence between those values is also re
ected in the mean
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Table 13: Parametric Bootstrap Forecast results for UK log-price level up to 32 quarters

ahead

EML (optimal) MPL (optimal) NLS (naive)

RMSE
pcvar(bzT+H) RMSE

pcvar(bzT+H) RMSE
pcvar(~zT+H)

h Date mean RMSE mean RMSE mean RMSE

1 1993.1 .0072 .0072 .00043 0.0077 .0073 .00044 0.00696 0.00695 0.00042

2 1993.2 .0133 .0125 .00082 0.0140 .0136 .00094 0.01383 0.01328 0.00094

4 1993.4 .0247 .0223 .00186 0.0271 .0268 .00255 0.02840 0.02690 0.00267

12 1995.4 .0854 .0730 .00950 0.1012 .1009 .01525 0.1130 0.1047 0.01739

24 1998.4 .1986 .1612 .02791 0.2544 .2498 .04989 0.2876 0.2592 0.05885

32 2000.4 .2793 .2236 .04329 0.3801 .3665 .08194 0.4207 0.3784 0.09674

Sample: 1959(1) - 1992(4). Results based on 1000 replications for EML and MPL.
NLS results exclude 4 outlying sets of forecasts. See Table 3 for the DGP.
See Table 5 for the corresponding sample estimates of forecast errors.

and variance of the RMSE estimates in Table 13. Note that the EML-estimator of the RMSE

is severely downward biased, the empirical RMSE for EML is about 0.28. This does not

mean that EML leads to more eÆcient inference, it merely re
ects the lower value of d in the

parametric bootstrap DGP. As indicated above, MPL and NLS inference are more reliable in

this case. The MPL and NLS estimators of the RMSE are well behaved and centered around

the empirical values of 0.38 and 0.42 respectively.

In sum, there is substantial uncertainty about the variance of future price levels. Sup-

pose the data are generated with d = 0:6 and a true 8-year ahead RMSE of 0.36, then an

approximate symmetric 95% con�dence interval for the MPL-based RMSE estimator is given

by [0.20-0.52].

8 Extension with GARCH errors

The Gaussian homoskedastic arfima-model leads to convenient chi-squared inference for d,

and it also leads to normal forecast intervals. It gives an adequate characterization of the

second order properties of the data and it provides optimal linear forecasts. These inference

and optimality properties may not be robust. The diagnostics of Table 4 revealed signs of

conditional heteroskedasticity. Therefore we need to see how the methods perform in such a

context. After all, arch error models were �rst introduced by Engle (1982) to model the UK

in
ation series for the 1970s.

To start, we estimate a Gaussian arfima-garch(1,1) model using the approximate NLS-

type likelihood (17), following Ling and Li (1997) and Baillie, Chung, and Tieslau (1996). The

estimation results are presented in the last columns of Tables 2 and 3 to facilitate comparison

with the Gaussian models. Standard errors are based on the second derivatives of the log-

likelihood, using zero for the cross-derivative between estimated arfima (with regressors)

and garch parameters.

The garch parameters are clearly signi�cant and indicate substantial persistence in the

volatility of in
ation: �1 + �1 > 0:9 for both series. Additional parameters to allow for

t-distributed innovations or for higher order garch turned out to be insigni�cant using tra-

ditional likelihood methods.

Although Ling and Li (1997) showed that the information with regard to d and the arma
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parameters on the one hand and the garch parameters on the other hand is asymptotically

orthogonal, it turns out that the introduction of garch errors substantially reduces the

estimate of d in this case, whereas the other parameters are largely unchanged. There is no

qualitative di�erence, for the US-series we still �nd d < 0:5, and for the UK we have d > 0:5.

The parameter �2 in Tables 2 and 3 denotes the unconditional variance of the innova-

tions, or `average' one-step-ahead forecast error variance, and is comparable between the

homoskedastic models and the model with garch innovations. It is computed as �2 =

�0=(1� �1 �
~�1).

8.1 E�ects of neglecting GARCH errors on inference

We use the US estimates for the arfima-garch model to examine the e�ect of neglected

garche�ects on the performance of the di�erent estimators. We generate 1000 samples fol-

lowing the procedure in x5.2 where we now replace the standard normal errors by GARCH(1,1)

errors. The parameters for the DGP were based on the data multiplied by 1000, which scales

the coeÆcient on regressors by the same amount, and the garch parameter �0 by 10
6. With

�1 + �1 close to unity, it is desirable to estimate the garch model imposing the restriction

�1 + �1 < 1. The results reported below were obtained under that restriction, but, as ex-

pected from the block-diagonality of the information matrix, the arfima estimates are not

much a�ected whether or not this restriction is imposed on the garch parameters.

Table 14: Parametric bootstrap results for estimators US core in
ation in the presence of

GARCH(1,1) errors.

EML MPL NLS NLS-GARCH

bias RMSE bias RMSE bias RMSE bias RMSE
bd -0.017 0.057 -0.006 0.055 -0.014 0.06 -0.006 0.04
b�12 -0.040 0.162 -0.027 0.159 -0.065 0.18 -0.123 0.20
b�12 0.033 0.189 0.020 0.188 0.066 0.20 0.132 0.21

Constant -0.066 1.030 -0.062 1.018 -0.117 1.53 -0.034 1.41

DUM807 0.126 2.086 0.136 2.075 0.129 2.09 0.027 1.89

See last column of Table 2 for the DGP, 1000 replications. Data multiplied by 1000.
In all cases the DGP has garch errors: �0 = 0:179; �1 = 0:201; ~�1 = 0:762.
Note that the DGP is di�erent from that in Table 8.

The results are presented in Table 14, with corresponding rejection frequencies of t-tests

in Table 15. It is clear that standard Wald tests do not work very well for this sample

size. Therefore we consider some bootstrap tests on the value of d, see e.g. Davidson and

MacKinnon (1999b). The hypothesis of interest is H0 : d = 0:5 in the arfima-garch

model. For US in
ation, unlike the UK, the estimated d is again signi�cantly below 0:5.

The parametric bootstrap test procedure is based on the parameters estimated under H0.

Using these estimates, we generate B = 199 bootstrap samples, on which the unrestricted

model is estimated. Following Davidson and MacKinnon (1999a) we use the H0-parameters

as starting values for the iterative estimation in each bootstrap sample, but unlike Davidson

and MacKinnon (1999a) we iterate until convergence. Consequently, we have B t-values on

d: P (jd̂b � 0:5j < tb) = 0:05 for b = 1; : : : ; B. The relative position of the t-value from the

original model within these bootstrapped t-values gives us the bootstrap p-value. For the US
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Table 15: Empirical rejection probabilities at 10% and 5% nominal level for two-sided t-tests.

DGP with GARCH(1,1) errors. US core in
ation

EML MPL NLS NLS-GARCH

10% 5% 10% 5% 10% 5% 10% 5%
bd .249 .183 .244 .168 .245 .189 .129 .086
b�12 .153 .085 .167 .111 .152 .098 .317 .224
b�12 .179 .123 .188 .128 .195 .126 .313 .236

Constant .108 .060 .084 .047 .198 .138 .310 .226

DUM807 .106 .072 .105 .073 .109 .074 .101 .061

See last column of Table 2 for the DGP. 1000 replications.

we �nd a one-sided bootstrap p value of less than 1%, and for the UK about 50%, con�rming

the model outcomes of the last columns of Tables 2 and 3.

8.2 E�ects of neglecting GARCH errors on forecast inference

Finally, we look at the e�ect of introducing garch errors on the inference regarding forecasts.

Baillie and Bollerslev (1992, x4) and Bera and Higgins (1993, x5) derived forecasting formulae

for the conditional mean and variance of arma-garch models. The garch model is a

nonlinear time series model and the out-of-sample forecast error variance is time-dependent,

i.e. it depends on T , here interpreted as the index of the last observation of our sample.

The formula for the conditional variance of the naive optimal H�step ahead forecast error

of an arfima-garch(1,1) is a straightforward extension of (14)

var(~zT+HjT ) =

H�1X
j=0

 
2
jhT+j+1jT ; (18)

hT+jjT = �0 + (�1 + ~�1)hT+j�1jT � ~�1E(�T+j�1jT ); (19)

E(�T+j�1jT ) = �T ; j = 1;

E(�T+j�1jT ) = 0; j > 1:

(20)

Formula (19) is derived by applying (14) to the arma representation of the squared innova-

tions "2t ,

"
2
t = �0 +

mX
i=1

�
�i + ~�i

�
"
2
t�i �

sX
i=1

�i�t�i + �t

where m = max(r; s), �i = 0; i > s, ~�i = 0; i > r, �t = "
2
t � ht. In our case r = s = m = 1.

As the sample size T and horizon H tend to in�nity, forecasts of garch processes, "t,

converge to the unconditional distribution of a garch process, which is non-Gaussian in

general, even if the innovations "t are Gaussian. So far, there are few analytical results

available on the distribution of arfima-garch forecasts for long horizons. Beran and Feng

(1999, Theorem 3), using results by Ling (1999) and Hosking (1996) showed that T
1

2
�d times

the sample mean of a covariance stationary arfima-garch process with d 2 (�0:5; 0:5) has
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a Gaussian limiting distribution. Noting the equivalence between inference on the mean of

in
ation and estimating uncertainty of the long-run mean of future in
ation, one may expect

a Gaussian distribution for (very) long horizon forecasts of the log price level, as long as

in
ation is I(d), with d 2 (�0:5; 0:5). However, Gaussian distributions for the price level

forecasts are not expected for the forecast horizon and sample size that we consider.

We repeat the bootstrap forecast analysis of x7.3 using the arfima-garch model for the

US series. Again we generate 1000 bootstrap arfima-garch samples, where we use the �rst

parts of the samples for estimation and the last parts of the samples for naive forecasting.

We estimate both the arfima and the arfima-garch model by NLS. We did not impose

covariance stationarity under estimation. Equations (18)-(19) are used to compute RMSE-

estimates in each bootstrap sample. Note that we do not condition on the last observations

of our actual observations: hT and �t vary across bootstrap samples. The bootstrap forecast

error distribution should not be interpreted as an approximation to the conditional forecast

error distribution, as in e.g. Geweke (1989). We present the empirical RMSEs of the actual

forecast errors across all bootstrap samples in Table 16 and compare these with the empirical

distribution of the RMSE-estimates for which we present the mean and the RMSE. This

allows us to examine the e�ect of parameter uncertainty on arfima-garch forecast interval

estimates.

Table 16: Parametric Bootstrap Forecast results for US log-price level up to 24 months ahead

using arfima-garch DGP.

NLS (naive) NLS-GARCH (naive)

RMSE
pcvar(~zT+H) RMSE

pcvar(~zT+H)
h mean RMSE mean RMSE

1 0.0220 0.0206 0.00539 0.0204 0.0213 0.00627

2 0.0355 0.0338 0.00893 0.0342 0.0363 0.01046

3 0.0479 0.0458 0.01227 0.0469 0.0493 0.01438

12 0.1435 0.1354 0.04081 0.1396 0.1468 0.04605

24 0.2766 0.2609 0.08655 0.2870 0.2846 0.09404

1000 replications. All results multiplied by 10.
See Table 2 for the DGP, Fig. 12 for the corresponding estimates
of densities of forecast errors and forecast RMSE estimators.
See Table 12 for corresponding results for the homoskedastic DGP.

Comparing Table 16 with Table 12 we see that the mean of the forecast RMSE and

the mean of the corresponding estimated forecast RMSE do not di�er too much between

the arfima-DGP and the arfima-garch-DGP, which is encouraging. The RMSEs for the

arfima-garch-DGP of Table 16 are slightly higher for short horizons, probably owing to the

conditional heteroskedasticity, and slightly lower for long horizons, owing to the lower d in

the arfima-garch-DGP. The largest di�erence between the results of Table 16 and Table 12

occurs for the RMSE of the estimator of the RMSE. Naturally, the RMSE for the RMSE

estimator for short run forecasts error is much larger, i.e nearly 10 times as large, in the

garch case. The di�erence becomes much smaller for longer run forecasts, where the RMSE

for the RMSE-estimator is only 3 times as large. Note that the parameters of the garch

part are close to those of an igarch-model, leading to very large empirical variances of error

variances.
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Since the moment estimates in Table 16 correspond to distributions which are not expected

to be Gaussian, we also present some of their estimated densities in Figure 12. The �rst

column of plots corresponds to the last row of the last three columns of Table 12, the last

two columns of plots correspond to Table 16. The most striking di�erence is in the scale

and the shape in the distributions of the forecast-RMSE estimator. This distribution is much

more spread out under the arfima-garch DGP, with occasional outliers. Estimating and

forecasting using the extra garch part leads to a larger variation under this DGP. The

parameter uncertainty in the garch model and the conditional heteroskedasticity (even for

24-period ahead forecasts) add considerable variation to the forecast-RMSE estimator.

Note that the mean of the 3 bottom row of distributions in Figure 12 is approximately

the same, namely 0.26, corresponding to a 2-year ahead standard forecast error of 2.6%.
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Figure 12: Estimates of parametric bootstrap densities, under arfima-DGP (�rst column) and under

arfima-garch DGP, of the 2 year ahead (unconditional) forecast error for the US log price level, for

the NLS and the NLS-GARCH estimators, and estimates of the density of the corresponding estimators

of root mean square error of 2 year ahead forecasts. All forecast errors are multiplied by 10. Also see

Table 12 and Table 16.

9 Conclusions

We considered several practical issues when using arfima models to forecast in
ation. We

compared three methods to estimate Gaussian arfima models: exact maximum likelihood

(EML), modi�ed pro�le likelihood (MPL), and nonlinear least squares (NLS). We discussed

computation of the exact and modi�ed pro�le likelihood. An adaptation of Sowell's method

to compute the autocovariance function is the only method that is suÆciently accurate and

fast to perform bootstrap analysis for the likelihood based methods.

For models that are relevant for postwar monthly US core in
ation and for quarterly

overall UK consumer price in
ation, it was shown that MPL is clearly the preferred method

of inference. A parametric bootstrap analysis revealed that it is both more reliable and

more eÆcient. Inference on the integration parameter d is especially satisfactory. However,
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currently available (higher order) asymptotic approximations did not lead to reliable inference

on the (trending) mean of in
ation.

We also compared optimal and naive forecasts. For the sample sizes at hand the di�erence

between the two forecasting methods turned out to be of little importance. The bootstrap

forecast analysis allowed us to estimate the uncertainty in root mean-squared estimates of the

conditional long-range forecasts errors for the overall price level. This uncertainty is mainly

in
uenced by the estimation uncertainty on the fractional parameter d. We extended the

bootstrap analysis to allow for garch errors, which were found to be empirically relevant.

Although some of the asymptotic results seem to give a good guidance for �nite sample

inference in our model, we recommend the application of parametric bootstrap tests. Not

only can bootstrap tests be expected to provide more accurate inference, the bootstrap sam-

ples also deliver additional evidence on the adequacy of parameterizations, estimators, and

corresponding Wald tests for the parameters and forecasts of arfima processes for in
ation

series. This was illustrated in x6.3 and x6.4.

The parametric bootstrap analysis of the estimators of the multistep-forecast RMSE shows

these to have nonneglible variation in empirically relevant cases. This analysis is an important

step in further e�orts to take the uncertainty about the fractional order of integration into

account in the construction of multi-step-forecast intervals in arfima modelling.
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