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Abstract

This paper proposes a form of asymptotic trimming to obtain root n convergence
of functions of kernel estimated objects. The trimming is designed to deal with the
boundary effects that arise in applications where densities are bounded away from
ZEero.
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1 Introduction

This paper obtains root n convergence of functions of kernel estimated objects using as-
ymptotic trimming. The proposed trimming is designed to deal with the boundary effects
that arise in applications where densities are bounded away from zero. The method is
demonstrated by an example in which the object to be estimated is a weighted average
of the inverse of a kernel estimated conditional density, that is, estimates of functions of
the form E[w/f(v|u)] where f(v|u) denotes the conditional density of a scalar random
variable v given a random vector u.

The estimator is a special case of a two step estimator with a kernel estimated nonpara-
metric first step. The general theory of such estimators is described in Newey and McFad-
den (1994), Newey (1994), and Sherman (1994). See also Robinson (1988), Powell, Stock,
and Stoker (1989), Hardle and Stoker (1989), Lewbel (1995), and Andrews (1995).

The difficulty with applying generic methods like Newey and McFadden (1994), or the
types of trimming employed by Hardle and Stoker (1989) or Sherman (1994), is that, for
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root N convergence of a sample average of w/f (where a kernel estimator fis substituted
in for f), to avoid boundary effects such estimators assume either f* or the terms being
averaged go to zero on the boundary of the support of v, u. When the average is a form
like w/ f, this would require that w go to zero in this neighborhood, which is not the case
for some applications.

This technicality is resolved here by bounding f away from zero, and introducing an
asymptotic trimming function that sets to zero all terms in the average having data within
a distance 7 of the boundary. The estimator has 7 go to zero more slowly than the band-
width to eliminate boundary effects from kernel estimation, but also assumes N'/2¢ — 0,
which makes the volume of the trimmed space vanish quickly enough to send the trimming
induced bias to zero.

Formally, this trimming requires that the support of (v, ) be known.. In practice, this
support could be estimated, or trimming might be accomplished more easily by simply
dropping out a few of the most extreme observations of the data, e.g., observations where
the estimated density is particularly small.

Based on Rice (1986), for one dimensional densities Hong and White (2000) use jack-
knife boundary kernels to deal with this same problem of boundary bias. Their technique
(which also requires known support) could be generalized to higher dimensions as an al-
ternative to the trimming proposed here.

The inverse density example derived here is directly applicable to Lewbel (2000) and
Honore and Lewbel (2000). Other estimation problems involving nonparametric density
estimators in the denominator to which the technique can likely be applied include Stoker
(1991), Robinson (1991), Newey and Ruud (1994), Granger and Lin (1994), and Hong and
White (2000).

For ease of notation, the theorem is stated and proved assuming all of the elements of
v, u are continuously distributed. The results can be readily extended to include discretely
distributed variables as well, either by applying the density estimator separately to each
discrete cell of data and averaging the results, or by smoothing across cells using kernels
(essentially treating the discrete variables as if they were continuous). See, e.g., Racine and
Li (2000) for details, or see the examples in Lewbel (2000) or Honore and Lewbel (2000).

ASSUMPTION A.l: The data consist of N observations (w;, v;,u;), i = 1,..., N,
which are assumed to be i.i.d. Here u; is a k — 1 vector and v; is a scalar, u; and (v;, u;) are
drawn from distributions that are absolutely continuous with respect to some Lesbesgue
measures, with Radon-Nikodym densities f,(#) and f,, (2 ,u), ang have supports denoted
Q, and Q,,,. Denote kernel estimators of these densities f,, and f,, with kernel functions
K,, and K,,. Let /& be a kernel bandwidth and 7 be a density trimming parameter. Assume
Q,. 1s known, and define the trimming function /; (v, u) to equal zero if (v, u) is within a
distance 7 of the boundary of Q,,,, otherwise, /; (v, u) equals one. Define

b = =2
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ASSUMPTION A.2: The functions f,,(v,u), f,(u), 7 rpy(v,u) = E(h;|v,u), and
7 y(u) = E(h;|u) exist and are continuous in the components of (v, u) for all (v, u) €
Q,., and are continuously differentiable in the components of (v, u) for all (v, u) € Qs
where Q,,, differs from Q,, by a set of measure zero. Assume w, €,,, and f,, (v, u) are
bounded, and f,, (v, u) is bounded away from zero.

ASSUMPTION A.3: There exists some functions m,, and m, such that the following
local Lipschitz conditions hold for some v, and some (v,,v,) in an open neighborhood of

zero, forall 7 > 0:

Jou@ +vo,u+v,) = fou0,u) || < my,(0,u) || (vy,vy) |
Juu+vy) = fu@) | < my@) || vy |l
”rl)u(v + vy, u+ Vu) - 7Tr1)u(v’ u) | < I’I’lvu(l), u) I (VD’ Vu) |

Tou( +vy) —mwe, W) || < my(u) || vy |l

E [h% fu@)72|u] and E [h% fou(v, u)™2|v, u] exist and are continuous, and the following

objects exist

sup  E[h2 fou(0,u) 2|, u]

7>0, (U7u)egvu

sup  E[hZ fu(u) 2|u]

>0,ueQ,

sup E [ (Ve fou @, 10)] + (v, 0))?]

>0

sup E [ ([1he/ fu@)] + 1, (0))?]
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ASSUMPTION A.4: The support of the kernel function K (x) is RE™®) K (1) = 0 for
all u on the boundary of, and outside of, a convex bounded subset of R¥. This subset has a
nonempty interior and has the origin as an interior point. K (u) is a bounded differentiable,
symmetric function. [ K(u)du = 1. The kernel function K, (u) has order p > 1. All
partial derivatives of f,(u) of order p exist. Forall0 < p < p,forli + ...+ = p,
sup, fuegu Ty (X)[0P fu (u)/allul ... 8lkuk]du exist. The kernel function K, (v, u) has
all the same properties, replacing u with v, u.

Theorem A: Let Assumptions A.1 to A.4 hold. If Nh* = 0o, NP — 0, h/t — 0,
and N72 — 0, then the following equations hold

VNG =) =[NTEN gi — E@g)] + 0,(1)

VNG =) = N[0, var(q)]

Theorem A is proved in the Appendix.

2 Appendix: Proof

Begin by stating and proving Theorem B below, which supplies a set of regularity condi-
tions for root N convergence of a weighted average of a kernel estimated density. Theorem
A will then be proved using repeated application of Theorem B.

Just for theorem B, let x be a continuously distributed random k vector, and let f(x) be
the probability density function of x. For some trimming parameter 7, some random vector
s, and some function w, = w,(x,s), let u, = E[w, f(x)] and define estimators

~ 1 N Xj—Xx
Jo = WZK( ; )

N
o= N_lzwrif(xi)
o

where 4 is a bandwidth and K is a kernel function. Note that # and 7z are implicitly
functions of N

ASSUMPTION B.1: The data consist of N observations (x;,s;), i = 1, ..., N, which
is assumed to be an i.i.d. random sample. The k vector x; is drawn from a distribution
that is absolutely continuous with respect to some Lesbesgue measure on R¥, with Radon-
Nikodym density f'(x) having bounded support denoted €. The underlying measure v
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can be written in product form as v = vy x v. The trimming parameter 7 is an element of
aset Q;.

ASSUMPTION B.2: The density function f'(x) and the function 7z ; (x) = E(w.|x) f(x)
exist and are continuous in the components of x for all x € Q,, and are continuously dif-
ferentiable in the components of x for all x € Q,, where Q, differs from Q, by a set of
measure zero.

ASSUMPTION B.3: For some v in an open neighborhood of zero there exists some
functions m r and m, such that the following local Lipschitz conditions hold:

I fx+v) =S < mpee) v

| wox+v)—m ()| < mg(x) [ V]
Forall 7 € Q,, E(w?|x) is continuous in x. Also, SUP, cQ, xeQ, E(w?|x) and

sup,cq, £ [(Iwrlmf(x) + mm(x))z} exist.

ASSUMPTION B.4: The support of K () is R¥. K (1) = 0 for all u on the boundary
of, and outside of, a convex bounded subset of R¥. This subset has a nonempty interior and
has the origin as an interior point. K (1) is a bounded differentiable, symmetric function.
[ K@)du =1and [uK (u)du = 0.

ASSUMPTION B.5: The kernel K () has order p. All partial derivatives of f(x) of or-
der p exist. Forall0 < p < p,forl/i+...+lx = p,sup,cq, ferx . ()[0P f(x)/d"xy ... d%x]dx
exists. The equality w; (x,s) f(x) = 0 holds for all x within a distance 7 of the boundary
of Q..

Theorem B: Let Assumptions B.1 to B.5 hold. Define r;; by
rei = [wei + E(weilxi)] f () = f(xi)we + 70 (x;)
If Nbk — 0o, Nh?P — 0, and i/t — 0 and then,
VNG = o) = INTPEN e = E(ra)] + 0p(1)

Proof of Theorem B: Let z;; = (x;, w,;), and define py(z¢;, z;;) by

Wrj + Wej Xi —Xj
pN(ZTi’Z‘[j)z Ik K( 7 )

The average kernel estimator z is equivalent to a data dependent U-statistic

N -1N-1 N
ﬁ—( ) Z Z PN ze)) = Op(NT2h ) = 0,(N 7

2 i=1 j=i+1




Following Powell, Stock, and Stoker (1989), first verify that E[|| py(z:i, 2 ;) 1?1 = o(N).

1
E[L | pnGeisze)) IP] =/mf(xi)f(xj)

X —Xj

h

2
| E@1x) + B2 1x)) + 2E (el E(we1x) | K ( ) dxidx;

1
= [ g s+ b

[E(w%i |x;) + E(w%i |x; + hu) 4+ 2E(wq;|x;)E (wi|x; + hu)} K(u)zdx,-du

71€Q;,xeQy

< % [ sup E(w?bc)} /f(x,-)f(x,- + hu)K (u)*dxidu = O(h™F) = O[N(NIH)™1] = o(N)

using the change of variables from (x;, x;) to (x;, u = (x; — x;)/ h) with jacobian hk.

Let ry; = 2E[pn(z1i,2:))|z7;]. 1t follows from Lemma 3.1 in Powell, Stock, and
Stoker (1989) that N'/2[fi — E(@)] = N='2 3N, ryi — E(rni) 4+ 0,(1). Next, define 7
by

tni = rNi — Vi = E[pn(zei, zej)|zei] — 7

1 P =X
= [ el + il (" "f) Flpdx; = e

1 f—x;
= /ﬁ[wrif(xj)'i‘ﬂ:r(xj)]]{(x hxj)dxj—rn'

/[wrif(xi + hu) + 7o (xi + hw)]K () du — [we; /() + 70 (x0)]

_ / ol f (i 4 hut) = £+ [+ i + )] — 72 (e)IK () d

Note that given the properties of K (1), having w,(x, s) f(x) = 0 hold for all x within a
distance 7 of the boundary of Q,, and having 2/t — 0, ensures that boundary effects do
not interfere with the change of variables from (x;, x;) to (x;,u = (x; — x;)/h) above.
To illustrate this point, suppose that K is a product kernel, the first element of which is
non zero only over the range [—c, c], and suppose that the first element of x; has support
given by the interval [L_, L™]. Then, after the change of variables, the first element of
u will be evaluated over the range [(L_ — x;)/h, (LT — x;)/h], and so boundary effects
regarding this first element can only arise at observations i in which the interval [(L_ —
x;)/ h, (L™ —x;)/ h] does not contain the interval [—c, c], which is equivalent to when x; is
within a distance ch of the boundary of [L_, L™*]. However, w,(x, s) = 0, and hence the
integral equals zero, when x; is within a distance 7 of the boundary, so having 2/t — 0,
ensures that once the sample size is sufficiently large (for this element, once 4 becomes
smaller than 7 /c), the integral will equal zero at all observations i for which boundary
effects may arise.



Given the above, we have
N N
N2~ E(@)] = {N—l/z D ri - E(m)} + {N—l/z > tni - E(m)}
i=1 i=1
and, using the local Lipschitz conditions

tni] < Allwerlm 7 (er) + e ()] / ) Il K () du

2
E(t%;) < h* sup E [(|w1|mf(x) —|—m,”(x))2} [(/ I u | K(u)du) } = 0(h*) = o(1)

1€Q;

Now E(t%,) = o(1) implies that N~/ ZlNzl tni— E(tyi)+0,(1), and therefore N'/2[7—

E@]=N"23N 2lr — E(re)] + 0, (1).
Write E (i) as

E@) = h—lkE [w,,-K (x’;xf)}

Xi —Xj
= — E(wn-|x,-)1<(’ !

) S ) f(xj)dxidx
_ / 7o () K () £ (xi + hu)dxidu

by Assumption B.5, we can substitute into this expression a p’th order Taylor expan-
sion of f(x; + hu) around f(x). Then, using u, = [m.(x;)f(x;)dx;, the existence
of sup, .. fxeﬂx 7 (x)[0” f(x)/0"x1 ... 0%x;]dx, the fact that w, (x, s) f(x) and hence
7+ (x) f(x) vanishes in a sufficiently large neighborhood of the boundary of x, and the as-
sumption that K () is a p’th order kernel, gives E(z) = u, + O(h?), so N'/?[E (1) —
u.] = O(N'2hP) = o(1), which finishes the proof of Theorem B.

Theorem B does not require that the trimming parameter 7 equal distance to the bound-
ary, although that is how it will be used in the proof of Theorem A. An extension to Theo-
rem B (which might be useful in other applications), is that if we let 7 be any function of
N, and let d(7) denote distance to the boundary, then Theorem B still holds as long as we
replace #/7 — 0 with 4 /d(7) — 0, and replace the last sentence of Assumption B.5 with
we(x, ) f(x) = 0 holding for all x within a distance d(z) of the boundary of Q,.

Before going on to prove Theorem A, the Assumptions A.l to A.4 are restated in a
different form below as Assumptions C.1 to C.4 below, which are more convenient for the
proof.

ASSUMPTION C.1: The data consist of N observations (w;, v;,u;), i = 1,..., N,
which are assumed to be 1.i.d. Here w; is a vector, u; is a kK — 1 vector and v; is a scalar.
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Let f,, denote the joint density function of an observation of » and u, and let f, denote
the marginal density function of an observation of u. Denote kernel estimators of these
densities ﬁu and ﬁ, where the kernels have bandwidth /# and order p. Let Q,, equal the
support of (v, u), which is assumed to be known. Define the trimming function /; (v, u)
to equal zero if (v, u) is within a distance 7 of the boundary of Q,,, otherwise, I (v, u)
equals one. Define

_ . Su(u;) o
hy = wzfvu(vi’ui)lr(l)z, u;)
hi = w: fu(ul)
: " fouli, up)
n=Eh)

gi = h; + E(hilu;) — E(hi|oi, u;)

N
> m )y

i=1 (Dlau )

ASSUMPTION C.2: Assumptions B.1 to B.5 hold, with x = (v, u), /' = fou, J/f\= ﬁu,
s = w, and we; = hei/fou(vi, u;).

ASSUMPTION C.3: Assumptions B.1 to B.5 hold, with x = u, f = f,, f = fAu,
s = (v, w), and we; = i/ fu(u;).

ASSUMPTION C.4: Assume w, Q,,, and f,,(v, u) are bounded, and f,, (v, u) is
bounded away from zero.

Proof of Theorem A: Define 7, = E (h;;) and q;; = hyi + E(heilui) — E (heilvi, u;).
If A — 0 then

sup | ou0s1) = fru(o,0) | = Op (W09

(v,u)ey,

sup | fulw) = fulw) | = 0, [ (N2

(v,u)eQyy
for any ¢ > 0. See, e.g., Silverman (1978) and Collomb and Hardle (1986).
To ease notation, let fvu, = fou(vi,u;) and f,; = f,(u;). Consider a second order

Taylor expansion of fvu, / fu, around fyui /fui- The quadratic terms in the expansion involve
the second derivatives of fyy; /fui evaluated at fu, and fvu,, where fu, lies between fu, and
fui, and similarly fW, lies between fvu, and f,,;. Substituting the Taylor expansion of

Soui/ fui around f,,; /fy; into ﬁgives

Nl/zn _ R LN 1/2sz fuz fuz fui _ fui(fvuiz_ fvui) Ir (Diaui)
fvul fvuz fvui




Where Ry is a remainder term.
One component of Ry is

—1/2Nwiﬁti"._ 2 .
N Z f3 (fvuz fvuz) I‘L’(Dlaul)

i=1 vui

N
(N—“Z 2w |) (sup (fa)1 (99 Lo = fuul)’
i=1

= 0,(N“"'h™)y =0,(1)

IA

Similarly, the other components of Ry are OP(NS_I/zh_k_l/z) and OP(N8_1/2h_k_1),
which will also be 0,,(1).
We now have

N . o, N
Nl/z;l\ — N—1/2Zwi(fuz + Jui = Jui _ fuz(fvuzz ﬁ)ul))lf(vi’ui)+0p(l)
) fvui fvui vui
N o (Fo _ f
= N2> hy +w,-(f”’ Jui_ Jullou ﬁ’“’))ff(v,-,u,-)+op(1>
i=1 f”“’ vui

Next, using Assumption C.3 apply Theorem B to obtain

_1)2 N Fui = fui —12 S
N ZwiTIT(Ui,ui)zN Z’”ri _E(’”ri)+0p(l)
i=1 i=l

vui

where r;; is given by

fvui fvui
= h‘ri + E(hrilui)

Fu = {ﬂff(vi,u,-)w(ﬂh(vi,ui)|uz~)}fm

SO
-1/2 a ];i - fui -1/2 -
N7V w0, u) = N™V2 Y hii + E(heilui) = E(her) 4+ 0,(1)
i=1 vut i=1

Similarly, using Assumption C.2 and again applying Theorem B gives

ul fui(ﬁuz - fvul) al
N7V wy L iy u) = N7V2 " hej+ E(heiloi, ui) — E(hei) +0p(1)
i=1 i=1

2

vui

substituting in these results gives

N
N2 = N7V2 Y hgitThei + E(heilu) = E(he)]=[hei + E(heilvi, u) = E(hei)]+0,(1)
i=1



SO
N

N2 =n) =N gui — E(gei) + 0,(1)
i=1

Next, observe that
N 2

E (N—”ZZ(hi—hn-)) = E[1[1 = I or, u)] |+ (V=1 [E ([ = L (o1, u) D
i=1

Now E [hf[l — I (v, u,-)]] = o(1) because the expectation ofhf exists and 7 — 0 makes
1 — I;(v;, u;) — 0. For the second term above we have

(N = DIE (ull = L @i u)D < [N sup(h) E[1 = L (v, u,-)]]2

Now E[1 — I;(v;,u;)] equals the probability that (v;, u;)is within a distance 7 of the
boundary of Q,,,, which is less or equal to sup( f,,) times the volume of the space within a
distance 7 of the boundary of Q,,,. That volume is O(7), so given boundedness of /4; and
fou, we have N2 sup(h;)E[1 — I, (v;, ui)] = O(N'?1) = o(1).

2
We therefore have £ |:(N‘1/2 vazl(h,- - h,,-)) ] = o(1), and so «/W(n, —n) =o(1).
The same analysis can be applied to g,;, resulting in

N
NG —nm =N g — E(g) +0,(1)

i=1

and VN7 — 1) = N[0, var(q)] follows immediately.
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