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Introduction

Introduction

Policy interventions may spill over across units and generate indirect
effects. These effects, which are pervasive in many economic and
social contexts, stem from interference which occurs when an agent’s
treatment indirectly affects other agents’ outcomes (Cox, 1958).

Understanding the mechanism of interference is therefore crucial for
the optimal design of an intervention, because it allows policy-makers
to leverage or reduce spillover effects and improve the overall policy
effectiveness(Moffitt, 2001).
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Methodology

Notation

Players: Let N be a sample of N agents or units. We assume that
agents are nodes embedded in a network, and a link between two
nodes exists if two agents interact in a way that the treatment on an
agent has an effect also on the outcome of the other agent.

Network: This interfering network can be represented by the
adjacency matrix A ∈ A ⊂ RN×N, with element aij being a continuous
value on the realm of positive real numbers representing the inward
relationship intensity from agent i to agent j .

Ni = {j ∈ N : aij = 1} is the set of neighbours i has in network.
denote by N−i the set containing all nodes other than i that are not in
Ni .
For each node i , we thus obtain a partition of the set of nodes N as
(i ,Ni ,N−i ).
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Methodology

Notation

We now denote by Yi ∈ Y the observed outcome for agent i , and by
Y the corresponding vector. We let Zi ∈ Z be the continuous
treatment received by agent i . Under the potential outcome
framework, Yi (Z ) is the potential outcome of unit i under the
treatment vector Z in the whole network.

Consider X ind
i ∈ X ind as the vector of K ind individual-level covariates

for agent i .

Similarly, X neigh
i ∈ X neigh denotes the vector of Kneigh neighborhood

covariates for agent i .

(i) variables representing the structure of the neighborhood Ni

(ii) variables representing the composition of the neighborhood Ni

We further assume that the adjacency matrix A is fixed or does not
vary between the time the treatment is measured and the time the
outcome is realized.
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Methodology

The stable unit treatment on neighborhood value
assumption

Assumption (Consistency)

There are no multiple versions of the treatment. Formally: Y = Yi (Z ).

Assumption (First-Order Interference with Exposure Mapping)

Given a function g : ZNi ×A → G,∀ZN−i
,Z ′

N−i
and ZNi

,Z ′
Ni

such that

g(ZNi
;A) = g(Z ′

Ni
;A), the following equality holds:

Y (Zi ,ZNi
,ZN−i

) = Y (Zi ,Z
′
Ni
,Z ′

N−i
)
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Methodology

Neighborhood treatment in a weighted directed network

The specification of the exposure mapping function g(), defining the
neighborhood treatment Gi , depends on the mechanism of
interference hypothesized for the treatment and outcome of interest.

Most common definitions of the neighborhood treatment are the
number of treated neighbors, i.e., Gi =

∑
j∈Ni

Zj , or the proportion,

i.e., Gi =
∑

j∈Ni

Zj

Ni
.

Given a weighted directed network, represented by the adjacency
matrix A, we can express the neighborhood treatment as the following
weighted sum:

Gi =
∑
j ̸=i

ωij(A)

C
Zj

where ωij(A) is a weight function depending on the entries of the
adjacency matrix A and C is a normalizing constant (e.g., N)
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Methodology

Causal estimands

Definition

Our formalization of the bivariate continuous joint treatment allows to
model the potential outcome of unit i Yi (z , g) as a dose–response
function. Therefore, we define the marginal mean of the potential
outcome Yi (z , g), for each value of z and g , as the average dose–response
function (aDRF), denoted by µ(z , g). Formally, let

µ(z , g) = E [Yi (z , g)]
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Methodology

Causal estimands

Definition

µ(z , g) can be marginalized to get the univariate average dose–response
functions

µZ (z) =

∫
g
E [Yi (z , g)]p

G (g) dg

µG (g) =

∫
z
E [Yi (z , g)]p

Z (z) dz

where pG (g) and pZ (z) are the observed marginal densities of the
neighborhood and individual treatments.
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Methodology

Causal estimands

Definition

Direct effects of the treatment can be defined as comparisons of the form
δ(z , z ′) = µZ (z)− µZ (z ′), or as the first derivative of the average

dose–response function δ(z , dz) = dµZ (z)
dz .

Definition

Spillover effects can be defined as the difference between the average
potential outcome corresponding to two different levels of the
neighborhood treatment g and g : δ(g , g ′) = µG (g)− µG (g ′), or as the

first derivative of the average dose–response function δ(g , dg) = dµG (g)
dg .
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Methodology

Unconfoundedness of the joint treatment

Assumption (Unconfoundedness of the Joint Treatment)

Conditional on the vector of covariates Xi , the potential outcome Yi (z , g)
is independent of the level of the treatments Zi and Gi :

Yi (z , g) ⊥ Zi ,Gi |Xi ,∀z , g ∀i
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Methodology

Joint propensity score-based estimator

We now discuss our joint propensity score-based estimator to obtain an
unbiased estimate of both the treatment and the spillover effects. This
estimator balances individual and neighborhood covariates across agents
under different levels of individual and neighborhood treatments by
controlling for the joint propensity score.
Given Assumption 3, thanks to the balancing property of the propensity
scores, it follows that the assignment to the joint treatment is
unconfounded conditional on both the individual and the neighborhood
propensity scores (Forastiere et al., 2021). Formally, we can state the
following proposition.
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Methodology

Joint propensity score-based estimator

Formally, we define the joint propensity score (JPS) ψ(z ; g ; x) as the joint
density of the individual treatment and network exposure conditional on
covariates, that is, the relative likelihood of being subject to direct
treatment z and being exposed to a weighted average of the treatments of
the agent’s connections equal to g , given characteristics Xi = x :

ψ(z ; g ; x) = PZ ,G |X (z , g |x) = PG |Z ,X (g |z , x)PZ |X (z |x)

where ϕ(z ; x) = PZ |X (z |x) is the individual propensity score, i.e., the
probability density function (PDF) of the individual treatment conditional
on covariates, and λ(g ; z ; x) = PG |Z ,X (g |z , x) is the neighborhood
propensity score, i.e., the probability density function of the neighborhood
treatment conditional on the value z of the individual treatment and on
the vector of covariates Xi .
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Methodology

Joint propensity score-based estimator

Proposition

(Unconfoundedness of the Joint Treatment). Under Assumptions 1 and 2,
if Assumption 3 holds, then

Yi (z , g) ⊥ Zi ,Gi |ϕ(z ;Xi ), λ(g ; z ;Xi ),∀z , g ∀i

Proposition

(Identification of Causal Estimands). Under Assumptions 1, 2 and 3,
thanks to Proposition 1, causal quantities are identified from the observed
data as follows:

µ(z , g) = E [Yi |Zi = z ,Gi = g , ϕ(z ;Xi ), λ(g ; z ;Xi )]

µZ (z) = E [Yi |Zi = z ,Gi , ϕ(z ;Xi ), λ(Gi ; z ;Xi )]

µG (g) = E [Yi |Zi ,Gi = g , ϕ(z ;Xi ), λ(g ;Zi ;Xi )]
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Methodology

Estimation procedure

Consider the following general models for the individual treatment Z , the
neighborhood treatment G , and the outcome Y

(1) Zi ∼ f Z (Xi , θ
Z )

(2) Gi ∼ f G (Zi ,Xi , θ
G )

(3) Yi (z , g) ∼ f Y (z , g , ϕ(z ;Xi ), λ(g ; z ;Xi ), θ
Y )
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Methodology

Estimation procedure

1. Estimate the parameters θZ and θG of the models for the
individual treatment in (1) and for the neighborhood treatment in (2);

2. Use the estimated parameters in Step 1 to predict for each unit
i ∈ N the actual individual propensity score Φ̂ = ϕ(z ;Xi ) and the
actual neighborhood propensity score Λ̂ = λ(g ; z ;Xi ); that is, the
PDFs of the individual treatment and neighborhood treatment,
conditional on the covariates Xi , evaluated at the values Zi and Gi

that were actually observed for unit i ;

3. Estimate the parameters θY of the outcome model in (3) by using
the observed data (Yi ,Gi ,Zi ,Xi ) and the predicted propensity scores
Φ̂i and Λ̂i ;
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Methodology

Estimation procedure

4. For each level of the joint treatment (Zi = z ,Gi = g), predict for
each unit i ∈ N the corresponding individual and the neighborhood
propensity scores (i.e., ϕ(z ;Xi ) and λ(g ; z ;Xi )), and use these
predicted values to impute the potential outcome Yi (z , g):

Yi (z , g) ∼ f Y (z , g , ϕ̂(z ;Xi ), λ̂(g ; z ;Xi ), θ
Y )

5. To estimate the average dose–response function µ(z , g), for each
level of the joint treatment, take the average of the potential
outcomes over all units:

µ̂(z ; g) =
1

N

N∑
i=1

Ŷi (z ; g)
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Methodology

Estimation procedure

6. The univariate average dose–response functions are then obtained
by averaging over the marginal densities P̂G (g) and P̂Z (z)

µ̂Z (z) =

∫
g
µ̂(z ; g)P̂G (g) dg

µ̂G (g) =

∫
z
µ̂(z ; g)P̂Z (z) dz

In practice, given the continuous nature of Z and G , we use a grid of
values (Z∗,G∗), defined by the percentiles of the empirical
distributions of Z and G . Therefore, steps 4 and 5 are conducted over
the grid (Z∗,G∗). The marginalization in step 6 is then performed as
follows:

µ̂Z (z) =
∑
g∈G

µ̂(z ; g)P̂(Gi = g)

µ̂G (g) =
∑
z∈Z

µ̂(z ; g)P̂(Zi = z)
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Methodology

Estimation procedure

Proposition

(Unbiasedness). If the individual and neighborhood treatment models in
(1) and (2) as well as the outcome model in (3) are correctly specified,
and an unbiased estimator of the model parameters θ is used in Steps 1
and 3, the estimation procedure, including Steps 1–6,results in an unbiased
estimator of the causal quantities µ(z ; g), µZ (z) and µG (g).
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Methodology

Estimation procedure

Propensity scores and outcome models can be estimated in Steps 1 and 3
using maximum likelihood estimation for generalized linear models.
Instead, Hirano and Imbens (2004) use a simple linear regression for the
generalized propensity score model and a flexible polynomial regression for
the outcome model. However, other semi-parametric or non-parametric
methods can be used. Zhu et al. (2014) propose the use of a tree-based
boosting algorithm to estimate the generalized propensity score of a
continuous treatment, while Bia et al. (2011) and Flores et al. (2012)
propose penalized splines with tensor products or radial basis functions and
a kernel estimator with a polynomial regression.
Standard errors and 95% confidence intervals can be derived using
bootstrap methods, taking into account the uncertainty given by both
data sampling and estimation of the propensity score models (Efron,1979)
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Code

Generalized Propensity Score in Stata
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Code

Generalized Propensity Score in Stata
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Code

Generalized Propensity Score in Stata
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Code

Generalized Propensity Score in Stata

The nwctcinf command invokes wolframscript.exe. Installation method:
wolframengine.exe is part of Mathematica and can be installed directly
with Mathematica.
Alternatively, you can install wolframengine.exe separately:
https://www.wolfram.com/engine/ (register an account according to the
instructions, then download for free).
Specify the paths for wolframscript.exe (not mathematica.exe) in the
whereis command. The command is (actual directories may vary
depending on your computer and software version):
whereis wolframscript
"D:\WolframResearch\Mathematica\14.0\wolframscript.exe"
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Code

Empirical application

In this section, we aim to assess the direct effect of national policy
interventions for agricultural producers on the country’s food security, as
well their spillover effects on food security of its commercial partners.
Outcome-Food security. Food security is measured as the level of food
availability, that is the supply of food commodities in kilo-calories per
person.
Treatment-Policy intervention. Policy intensity in the agricultural sector
is assessed using the Nominal Rate of Assistance (NRA).
Covariates-Country characteristics.These are: real per capita GDP and
total population as a proxy of the country demand and size, respectively;
per-capita arable land and the agricultural total factor productivity growth
index to assess the country’s relative agricultural comparative advantage;
the ratio of food imports to total exports, net food exports,
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Code

Empirical application
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Code

Empirical application
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Code

Empirical application
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Code

Empirical application
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Code

Empirical application
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Code

Empirical application
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Questions and Comments?

Any questions and/or comments welcome.
Thank you!
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