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Abstract

Brownian motion and normal distribution have been widely used, for example, in the
Black-Scholes-Merton option pricing framework, to study the return of assets. However,
two puzzles, emerged from many empirical investigations, have got much attention recently,
namely (a) the leptokurtic feature that the return distribution of assets may have a higher
peak and two (asymmetric) heavier tails than those of the normal distribution, and (b) an
empirical abnormity called “volatility smile” in option pricing. To incorporate both the
leptokurtic feature and “volatility smile”, this paper proposes, for the purpose of studying
option pricing, a jump diffusion model, in which the price of the underlying asset is modeled
by two parts, a continuous part driven by Brownian motion, and a jump part with the
logarithm of the jump sizes having a double exponential distribution. In addition to the
above two desirable properties, leptokurtic feature and “volatility smile”, the model is simple
enough to produce analytical solutions for a variety of option pricing problems, including
options, future options, and interest rate derivatives, such as caps and floors, in terms of the
Hh function. Although there are many models can incorporate some of the three properties
(the leptokurtic feature, “volatility smile”, and analytical tractability), the current model
can incorporate all three under a unified framework.

1. Introduction

Brownian motion and normal distribution have been widely used to study option pricing and the
return of assets; for references, see, for example, Cox and Rubinstein (1985), Duffie (1995), Hull
(1999), Ingersoll (1988), Karatzas and Shreve (1998), Merton (1990), Musiela and Rutkowski
(1997), Elliot and Kopp (1998), and Boyle, Broadie, and Glasserman (1997). Option pricing

papers within the classical Black-Scholes-Merton model that are particularly relevant to the

* 312 Mudd Building, Department of IEOR, Columbia University, New York, NY 10027, e-mail:
kou@ieor.columbia.edu. The mathematica code used in the current paper can be downloaded from the web
page www.ieor.columbia.edu/ kou



current paper are: Black and Scholes (1973) model for the call and put options; Black (1976)
model for options on futures contracts; Heath, Jarrow and Morton (1992) model for options on
bonds; and Brace, Gatarek, and Musiela model (1997) for caps and floors, which are options
on discretely compounded simple interest rates and are among the most liquated interest rate
options (see also Miltersen, Sandmann and Sondermann, 1997, and Jamshidian, 1997).

Despite the successes of Black-Scholes-Merton model based on Brownian motion and normal
distribution, two puzzles, emerged from many empirical investigations, have got much attention
recently.

(1). The leptokurtic and asymmetric features. In the above classical models, the marginal
distribution of the underlying assets is assumed to be normal. However, many empirical studies
suggest that the distribution is skewed to the left, and has a higher peak and two heavier tails
than those of the normal distribution.

(2). The volatility smile. More precisely, if the Black-Scholes-Merton model is correct, then
the implied volatility should be constant; but it is widely recognized that the implied volatility
curve resembles a “smile” , meaning it is a convex curve of the strike price.

Many researches have been conducted to modify the Black-Scholes models to explain the
two puzzles. To incorporate the leptokurtic and asymmetric features, a variety of models have
been proposed, including, among others, (a) chaos theory, fractal Brownian motion, and stable
processes; see, for example, Mandelbrot (1963, 1967), Mandelbrot, Fisher, and Calvet (1997),
Fama (1963, 1965), Rogers (1997), Willinger, Taqqu, and Teverovsky (1999), Samorodnitsky
and Taqqu (1994), Peters (1991, 1994); (b) generalized hyperbolic models, including log ¢-model,
log hyperbolic model, and log variance gamma model; see, for example, Madan and Seneta
(1990), Eberlein and Keller (1995), Barndorff-Nielsen (1995), Praetz (1972), Blattberg and
Gonedes (1974); (c) time changed Brownian motions; see, for example, Clark (1973), Andersen
(1996), Hurst, Platen and Rachev (1997), Geman, Madan, and Yor (1998), and Heyde (1999).
An immediate problem with these models is that it may be difficult to obtain analytical solutions
for the purpose of option pricing; more precisely, they might give some analytical formulae for
regular call and put options, but certainly not for interest rate derivatives and exotic options,
such as perpetual American options, barrier and lookback options.

In a parallel development, different models are also proposed to incorporate the “volatility
smile”. Popular ones are (a) stochastic volatility and ARCH models; see, for example, Hull
and White (1987), Engle (1982, 1995), White (1980), Gouriéroux (1997); (b) constant elasticity
model (CEV) model; see, for example, Cox and Ross (1976), Cox, Ingersoll and Ross (1985),



Davydov and Linetsky (1999), Andersen and Andreasen (1999); (c) normal jump models, first
proposed by Merton (1976) and widely used since then; see, for example, Merton (1990), and
Duffie (1995); (d) a numerical procedure called “implied binomial trees”; see, for example,
Derman and Kani (1994), Dupire (1994), Rubinstein (1994). Aside from the problem that it
might not be easy to find analytical solutions for option pricing, especially for exotic options
(such as perpetual American options, barrier and lookback options), these models may not
produce the leptokurtic and asymmetric features, especially the “high peak” feature.

The current paper attempts to propose a new model, which has three properties.

e It has the leptokurtic and asymmetric features, under which the return distribution of
the assets has a higher peak and two heavier tails than the normal distribution, especially

the left tail; see section 2.

e [t leads to analytical solutions to many option pricing problems, including

— call and put options, and options on futures; see section 4.
— interest rate derivatives, such as caplets, caps, and bond options; see section 5.

— exotic options, such as perpetual American options, barrier and lookback options,

which will be reported in a separate paper.
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e It can reproduce the “volatility smile”; see section 5.2.

Although there are, as we discussed before, many models that can incorporate some of the
three properties (the leptokurtic feature, analytically tractability, and “volatility smile”), the
current model can incorporate all three under a unified framework.

The model that we propose for the price of an underlying asset (for example, a stock or a
stock index) is very simple. It consists of two parts, a continuous part modeled by a geometric
Brownian motion, and a jump part, with the logarithm of the jump sizes having a double
exponential distribution and the jump times corresponding to the event times of a Poisson
process. Because of the simplicity, the parameters in the model can be easily interpreted, and
the closed form solutions for option pricing can be obtained in terms of the Hh functions.

General properties of jump diffusion models with independent identically distributed jump
sizes have been extensively studied since the original paper of Merton (1976); for excellent
surveys, see Duffie (1995) and Merton (1990). In addition to the modeling and studying of

the leptokurtic feature and “volatility smile”, the technical contribution of the current paper is



that we provide an explicit calculation of option prices in the case of the logarithm of the jump
sizes being double exponentially distributed. The explicit calculation is made possible partly
because of the memoryless property of the double exponential distribution.

The paper is organized in the following way. In section 2, the model is proposed and the
leptokurtic feature is studied. Some preliminary results, including the Hh functions, are given
in section 3. Formulae for option pricing problems, including options on futures, are provided
in section 4. Section 5.1 studies the pricing of interest rate options, such as caplets and bond
options. “Volatility smiles” is studied in section 5.2. The last section discusses the advantages

and disadvantages of the model.
2. The model

The model that we propose for the price of an underlying asset (for example a stock or a stock
index) consists of two parts, a continuous part modeled by a geometric Brownian motion, and
a jump part, with the logarithm of the jump sizes having a double exponential distribution
and the jump times corresponding to the event times of a Poisson process. More precisely, the

following stochastic differential equation is used to model the asset price, S(t),

ds(t) _ ST
50 = pdt + odW (t) +d ;(v 1|, (2.1)

where W (t) is a standard Wiener process, N(t) a Poisson process with rate A, and {V;} a
sequence of independent identically distributed (i.i.d.) nonnegative random variables such that

X =log(V) has a double exponential distribution with the density

1
= — _‘w_ﬁ|/77 1
In other words,
)& with probability 1/2
X—r= { —¢, with probability 1/2 [’ (2.2)

where ¢ is an exponential random variable with mean 7 and variance n%. All sources of ran-
domness, N(t), W(t), and X’s, are assumed to be independent.

Remark. For notation simplicity, and in order to get some analytic solutions for various
option pricing problems, here the drift ;1 and the volatility o are assumed to be constants,
and the Wiener processes and jumps are assumed to be one-dimensional. These assumptions,

however, can be easily dropped for the purpose of developing a general theory.



Solving the stochastic different equation (2.1) gives the dynamics of the asset price as follows:

. N
S(t) = S(0) exp {(u — 50) oWt } H V. (2.3)

Merton (1976) first considered the jump diffusion models similar to (2.1) and (2.3). In that paper
X'’s are assumed to have normal distribution rather than the double exponential distribution,
although some general properties, for the models with arbitrary distributions, were discussed
there. A major goal of this paper is to show that, within this very simple jump diffusion
framework, it is possible to get some desirable features of the return of the asset, such as higher
peak and heavier tails, particularly the left tail, as well as retaining analytic tractability of the
model, so that options can, in terms of the Hh functions, be priced in closed form.

To motive further studies of the model, it would be of interest to discuss the return of the

underlying asset in such a model. Using (2.3), we get

AS(t)  S(t+At)

so - sm
) N(t+At)
= exp {(,u - 502)At +o(W(t+At) —W(t)) + Z X; }
i=N(t)+1

where a summation over an empty set is taken to be zero. If the time interval At is small, as in
the case of daily observations, the return can be approximated, ignoring the terms with order
higher than At and using the expansion e* ~ 1 + z + 22/2, by

N(t+At)

A5 o -l At oW A) - W)+ Y Xt So2(W(t AL — W (D))
S0 2 2 N
N(t+At)
~ uAt+oZVAL+ Z Xi,
i=N(t)+1

where Z is a standard normal random variable. Notice that the probability of the Poisson
process N(t) having one jump is AAt, and the probability of having more than one jumps is

o(At). Therefore, if AAt is small, ignoring multiple jumps leads to

N(t+At) { X; with prob. At }

Z Xi~ 0  with prob. 1 — AAt
i=N(t)+1

In summary, for small At, the return can be approximated, in distribution, by

AS(t
T)E))zuAt—l—aZ\/At—{—B-X, (2.4)



where B is a Bernoulli random variable with P(B = 1) = AAt and P(B = 0) = 1 — AA¢, and
X is given by (2.2). Notice that dropping the last term in (2.4) leads to the classical model of
geometric Brownian motion, with the return, AS(t)/S(t), being characterized approximately
by a normal density.
By using the result (3.16), in section 3, of the density of sum of double exponential and the
normal random variable, we have that the density, g, of the right hand side of (2.4), being an
S(t)

approximation for the return AST? is given by

)\At 2At/(2772) _( —pAt— )/77 (.’E — /,LAt — H)n — O'ZAt
_ 1= o T ®)/MPp
g(x) o € {e Y

_ _ 2
_|_6(1:—,uAt—H)/77(I, <_ (iC pAE ’i)n +o At) }

onv At
1 T — pAt

)U\/E(p( U\/E),

where () is the standard normal density function and x = F(X). The density g has the mean

+ (1 — AA¢

and the variance given by
E,(G) = pAt + MAtk (2.5)

Vary(G) = o2 At + 202 AAL + k2AAL(1 — AAR). (2.6)

Remark. An important feature of this density is that, comparing to the normal density
with the identical mean and variance, it has a higher peak around the mean, and two heavier
tails, or, in short, the leptokurtic feature. The other thing, worthy of mentioning, is that the
density is not symmetric, if the mean jump size k is not zero; in fact, it is skewed to the left if
k < 0, and skewed to the right if K > 0. These features have been favored by many empirical
investigations.

Below are figures of the density, g(z), compared with the normal density with the same
mean and variance given by (2.5) and (2.6). The first figure compares the overall shapes of the
two densities, the second one details the shapes around the peak areas, and the last two show
the left and right tails. The dot line is used for the normal density, and the solid line is used
for the model. The parameters used here are At = 1 day = 1/250 year, 0 = 20% per year,
u = 15% per year, A = 10 per year, k = —2%, n = 2%. In other words, there are about 10
jumps per year with average jump size —2%, and the jump volatility 2%. The jump parameters
used here seem to be quite reasonable, if not conservative, for a U. S. stock. The leptokurtic

feature, however, is quite evident. The peak of the density g is about 30.6, whereas that of the



normal density is about 27.7. The density g has heavier tails than the normal density, especially
for the left tail, which could reach —10% while the normal density is basically confined within
—4%.
Remark. Additional numerical plots suggest that the feature of higher peak and heavier
tails becomes more significant if either |x| (the jump size) or n (the jump volatility) increases.
Remark. Although it is possible to get heavier tails by using the normal distribution for
the logarithm of the jump sizes, instead of the double exponential distribution, it is impossible

for it to have both high peak and heavier tails.
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Figure 2.2: Peak comparison
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Figure 2.3: Left tail comparison

3. Some preliminary results

Figure 2.4: Right tail comparison

To price options, we have to notice that our jump diffusion model leads to an incomplete market;
therefore, the standard hedging arguments may not be useful here. However, as we mentioned

before, many papers have studied the general properties of various jump diffusion models. In



particular, standard results tell us that (see, for example, Duffie 1995, and Merton, 1990), for

a given set of risk premiums, we can consider a risk-neutral measure P*

as() w
5 = (r = AE(V —1))dt + cdW (t) +d (Z(W - 1))

=1
N(t)
= (r—X)dt+odW(t) +d (Z(w — 1)) ,
=1

where ( = 3.3); and the parameters, k, 1, A, and o, here are no
1 n

longer physical parameters, but the risk-neutral parameters taking consideration also of the

risk premiums. The unique strong solution of the above equation is given by
N(t)
1
S(t) = S(O)exp{(r — 50 — At +oW(t } H Vi.

For pricing of European options in the jump diffusion model, we need to compute the expecta-
tion, under the measure P*, of the discounted final payoff of the option. In particular, the price

of a call option at time 0, 1. (0), is given by
e(0) = E (e (T))

* —rT 02 gy
= E (e (S(O)exp{(r—?—)()T—I—aﬁZ} HV K) ), (3.1)

where 1.(T) = (S(T) — K)* and Z is a standard normal random variable. Notice the fact,

which will be used later, that under this measure P*

1 N(t)

E* (e_TTS(T)) _ e—TTS(O)E* {exp {(’I“ - 50’ — )\C t—l— UW } H V}
N(b)

= SO {exp{—ACt} 11 v}

i=1

= S(0)exp {—X(t} i E* {ﬁ Vz} (Arf!)ne_)‘t

S O

= S(0)exp{— )\Ct}z C+1)"

n=0
= S(0)exp {—X(t} ATt

in other words,
E* (e77TS(T)) = S(0), (3.2)

justifying the name “risk-neutral”.



3.1. Double exponential distribution

The double exponential density, defined by

fx(x) = %e_”_’*'/n, 0<n<l,
was proposed by Laplace (1774), giving rise to another name — ¢ the first law of Laplace”,
while the “second law of Laplace” is the normal density. It can also be represented as
Yo { 19 with probability 1/2 }

—¢  with probability 1/2 [’
where ¢ is an exponential random variable with mean 7 and variance 7. One of the most
important properties of this density is that it has the leptokurtic feature, namely it has a
higher peak and two heavier tails than those of the normal density with the identical mean and
variance; see, for example, Kotz, Johnson, and Balakrishnan (1995).

Remark. A unique feature, inherited from the exponential distribution, about the double
exponential distribution is the memoryless property, to be used in the next subsection. It is
because of this memoryless property, closed form solutions for various option pricing problems
are feasible.

Although, at the point of the mean, the double exponential density has a discontinuity of the
derivative, in our model of the option pricing it will be smoothed out by the normal distribution
from the continuous Brownian motion part, resulting in a density everywhere differentiable.

A useful result of the double exponential random variable is that

K

E(eX) =

1_n2;§+1,0<n<1, (3.3)

o 1 o 1 1 1 1 1
/ e®—e®/Mdy —|—/ et —e Mdy = — —T tT | =T ="
—oo 21 o 27 m\1+5 -1 1—7n

since

Remark. In a forthcoming paper by Heyde and Kou (2000) they point out that, for a
sample size of 5000 (20-years-daily data), it is very difficult to distinguish the double exponen-
tial distribution from the power type distributions, such as t-distribution; and, in fact, they
also show that many statistical procedures may fail to detect differences between the double
exponential distribution and t-distributions. For example, the following histograms suggest
that they are almost indifferent to human eyes; for details, see Heyde and Kou (2000). It
should be emphasized, however, that in the current paper we are not arguing which one is

more suitable for fitting empirical observations, but just to say that, since the t¢-distribution



cannot, in general, give closed form solutions, the double exponential distribution may be a
good alternative choice as a balance between reality and analytical tractability; furthermore,

t-distribution cannot have the high peak feature.
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Figure 3.1: Histogram of the double exponential distribution with mean 0 and variance 1.
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Figure 3.2: Histogram of the t-distribition with d.f. 6.

3.2. Sum of double exponential random variables

Let X;, i =1,2,..., be a sequence of independent identically distributed (i.i.d.) double expo-

nential random variables with

Yol &, with probability 1/2
] —¢, with probability 1/2 [’

where £ is an exponential random variable with mean 7 and variance n?. Notice that

E(X) =k, Var(X) =21’
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Remark. The notation < means equal in distribution. Without further notice, &;, f,', &,
and 5 denote i.i.d. exponential random variables with mean 7 and variance n?.

By the memoryless property, we have the conditional distribution
d d
(&1 =&l >&) =& (G —&[& <&)=-¢,

thus leading to the conclusion that

(3.4)

& —& d ) & with probability 1/2
L7827\ ¢ with probability 1/2 (’

because the probabilities of the events &5 > & and &1 < & are equal. Therefore, we have

§1+&, 1/4 §1+&, 1/4

a) &—&, 1/4 | a) &, 1/4 |

X1+ Xo — 2k = e it 14 [ vy V4
—&—&, 1/4 —&1 — &, 1/4

in other words,

M . -
X1+ Xy — 2% d { Y1 & with probability 1/2 } 7 (3.5)

— M., &, with probability 1/2
where &; are i.i.d. exponential random variables, and M is a discrete random variable with

P(M =1)=1/2, and P(M = 2) = 1/2. Similar computation leads to

M ¢ . -
X1+ Xo + X3 — 36 d { doic1 & with probability 1/2 } 7 (3.6)

— M. ¢, with probability 1/2
where M is a discrete random variable with P(M = 3) =1/4, P(M = 2) = 3/8, and P(M =
1) = 3/8. The following proposition extends (3.5) and (3.6).

Proposition 1. We have that, for every n > 1, the following decomposition

(3.7)

" M(n) ¢ . .
ZXi e 2 { Yoimi iy with probability 1/2 } 7
i=1

— Zf\i(ln) &, with probability 1/2

where & are i.i.d. exponential random variables with mean n, and M(n) is a discrete random

variable, independent of the X’s, with

POM(m) =) = gy (2" - 1), 1<j<nm, (39)

where (g) is defined to be 1.
Proof. See the appendix.
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As a key step in deriving closed form solutions, this proposition indicates that the sum of
i.i.d. double exponential random variables can be written, in distribution, as a single (ran-
domly) mixed double gamma random variable. This decomposition simplifies the calculation
enormously, because, by conditioning on M (n), we have only one gamma random variable to
deal with. A general result similar to the decomposition (3.7) was first discovered in Shanthiku-
mar (1985), although (3.8) gives a more explicit result for the distribution of M(n). Further-
more, the proofs are totally different: a combinatorial approach is used here, while the proof in

Shanthikumar (1985) is based on the Laplace transform.

3.3. Hh functions

For option pricing, it is necessary to consider the distribution of the sum of normal and double
exponential (or gamma) random variables. Fortunately, this distribution can be obtained in
closed form, thanks to a special function, Hh function, from the mathematical physics literature.

The definition of the Hh function, for example on p. 691 of Abramowitz and Stegun (1972), is

given by
o0 1 oo
Hh,, (x) = / Hh,o () dy=— [ (t—a2)e®2dt>0, n=0,1,2,..  (3.9)
T n. Jz
i, (2) = —Hh, 1 (z), n=0,1,2
dx n - n—1 ) — Y Ly &...
and

Hh_y(z) = e 2 =y 2np(z), Hho(z) = V21P(—z).
Therefore, the Hh function can be viewed as a generalization of the cumulative normal distri-

bution function. Notice that, for a standard normal random variable Z,

|
T Hh, (z), n=0,1,2,..

V2r

Furthermore, for every n > 0, the Hh function is a non-increasing function such that

E((Z-2)"1(Z > )=

Hh, (z) - 0, asz — 00, n=-1,0,1,2,...,
Hh,, (z) - o0, as x — —o0, n=1,23, ... (3.10)
Hhy () = V27P(—2x) — V27, as © — —o0.

There is also an interesting connection between the Hh function and the parabolic cylinder

function, U, which is widely used in mathematical physics:

U(n+ %, x) = 6”2/4th(:n). (3.11)

12



Notice that if < 0 then the integrand in (3.9) has a maxima at

T+ V22 +4n

— 5
and most of the value of the integral is realized around the peak area. Therefore, for numerical
computation, we want to split the integral more around the peak area.

The Hh function can be computed, fast and easily, by evaluating the integral in (3.9) directly
using software packages, such as Mathematica, Maple, Splus, or Matlab. Alternatively, it can
also be obtained by using a table in Abramowitz and Stegun (1972) for the parabolic cylinder
functions U, along with (3.11). The following is a mathematica code for the Hh function.
Notice in the code the function is set to be zero if z > 10, because the value is less than 107190,
In addition, we only need more interval spliting if z < —6.

Hh(x_, n_ ] := If[x >= -6 , If [x <10,

1/n'*NIntegrate[(t - x)An *Exp[-tA2/2], {t, x, Infinity } 1, O],
(temp = (x + Sqrt[x*x +4%n])*0.5;
( NIntegrate[(t - x)An*Exp[-tA2/2], {t, x, temp-3 }]+
NIntegrate[(t - x) An*Exp[-tA2/2], {t, temp-3 , temp-1 }]1+
NIntegrate[(t - x)An *Exp[-tA2/2], {t, temp-1 , temp }]+
NIntegrate[(t - x) An*Exp[-tA2/2], {t, temp, temp+1l }]+
NIntegrate[(t - x) An*Exp[-tA2/2], {t, temp+l , temp+3 }]1+
NIntegrate[(t - x)An*Exp[-tA2/2], {t, temp+3, Infinity }] ) /n!)]

The following are some pictures for the Hh function. It takes only about 15 seconds to

generate all the pictures on a Pentium 400 by using the software package Maple.
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Figure 3.3: Hh functions for n = 1,3, 5. Figure 3.4: n = 1.
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Figure 3.5: n = 3. Figure 3.6: n = 5.

The Hh function can be computed very fast. As a hypothetical example, though not relevant
to the finance problems we are studying, it only takes a fractional CPU time on a Pentium 400
to get that Hh[—1000,100] = 2.6992 % 10'2. The following proposition, which will be used
later, confirms what are observed from the above pictures about the limiting behavior of the
Hh function. More precisely, the left tail of an Hh function has a polynomial growth rate, and
the right tail has an exponential decay rate.

Proposition 2. For every n > —1, as x — 00,

1 _x2 2
Hhy, (2) ~ —=e /2, (3.12)
and as x — —o0,
Hh,,(z) = O(|z|"). (3.13)

Proof. See the appendix.

For option pricing it is important to evaluate the integral I,,,
(o ¢]
I, = / ¢ Hh,, (Bz — 8)dz, n >0
A

for arbitrary constants «, A, and 3.
Proposition 3. If G > 0, then, for all n > 0,

I, — / ¢*"Hh,, (3 — 6) dz
A
e B\ B\ V2 as, o2 «
= - — . — - ~ B8 382 _ —
~ ;(O) Hh; (8 6)+<a> 3¢ 282 §( ﬂ)\+6+ﬂ). (3.14)
If 3<0 and a <0, then, for all n >0,

I, = / e**Hh,, (Bz — 6) dz
A

14



LBy B\ VR aish o
= _TZ<5) Hhi(ﬁ)\—é)—<a> 765 2 @(ﬂA—é—E). (3.15)

If 3<0 and o> 0, then, for all n >0,
I, = / ¢ Hh,, (Bz — §) dz = oo,
A
Proof. See the appendix.

3.4. Sum of double exponential and the normal random variables

Let X be a double exponential random variable with density function
1
— e l@l/m
fx (x) 2776 .
Let Y be a standard normal distribution N (0, 02). A lengthy, though straightforward, calcu-
lation shows that the density of X + Y is given by

1 420002 | 1 tn—o?\ 1 tn + o?
_ 2o%/@P) ) Zo—t/ng [ U1 Zet/ng [ U1
e = Lt (L ong (A2 Lo (LY
and
U 1 _ 2 /(92 un — o2 1 2 /(22 —un — o
P(X+Y2u):<1>(——)+—e umeo™/ @) | ——— ) — ZeW/Me? /) [ ——— .
o 2 on 2 on

Furthermore, for ¢ < 1/n,
E(aeb—i-c(X-i-Y) —K)*

= aeb exp{%a%ﬂ@(—h/a + oc) { 1/2 + 1/2 } _K® <_ﬁ)

1+en 1—cn o
2
_,_le—h/ﬂeaz/(?nz)[{{ 1 _1}¢. hn—o
2 1—ecn on
2
+leh/"e"2/(2’72)K{1— ! }@ _hnroty
2 1+4+cn on

More generally, we get the following proposition.
Proposition 4. Let X be a random variable such that

X — ie1 & with probability p
] =X ,&  with probability 1—p |’

with the density function

(/e @/m""

(1 /el ()"
(n—1)!

(n—1)!

(x <0),

fx(@)=p (z>0)+(1—-p)
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and Y be a mormal random variable with distribution N (0,02). Then, in terms of the Hh

function, the density of X +Y 1is given, for n > 1, by

n ,02/(2n?) _ 2 2
fxiy (t) = U—ne {pe_t/”th1 (_tn 2 > + (1—p) e Hh, (“7 il >} ; (3.17)

n" ov2m on on
forn>1,
u / 2/( 2) n-l g ¢ 1 —U7’]+0'2

P(X +Y >u) = ®(—=) + pe e /(20 (—) Hh; 3.18
( W =)+ pe e BN S (1) L) 31

n—1 7 2

1 un + o

(1= p) ev/mea?/ ) (E) Hh, :
( ) ; n) 2« on

for n>1 and ¢ < 1/n,
E(aebJrc(XJrY) - K)+

. aeb p (1_p) 60202/2 —hlo + co) — _ﬁ
a ((l—cn)”+(1+cn)”> ®(=hfo +co) — Ke(=7)

/ 2/( 2) n-! 1 g i 1 —h7’]+0'2
+pe/mea”/(207) i <— — 1) (—) —Hh; | —— | (3.19
; (1 —enn n) V2rm on (319)
n—1 7 2
1 o 1 hn+o
S S (R Y4 JE |
(1=p) ,:ZO L+en) ) \n/) V2 on

_ log(K/a) — b.

where
h

Proof. See the appendix.

Remark. As 1 — 0, which means that the jump sizes are getting smaller and smaller, we

have, thanks to (3.12),

n— 0’2 2
o1 0%/ (2n )e_t/”Hh » ity o2
"2 " o

o1 e/ (2n7) it , o\ " 1/—t o\
~ e —=+=) exp{-—=(—+=
n" o \2r ( o 77) P12 < o n)
1 —tn —n t?
- 14 _
a%<ﬁ+) w% ﬂ}
1 . t2
xpd ——_ .
o2 P 202 (7

n—1 go?/(2n*) — o2
g _° e t/"Hh,,_, <_tn 7 ) — fy(t), asn—0, (3.20)

in other words,

n" 2m on
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which is the density function of Y. Similarly, as n — 0,

n—1 ,02/(2n?) 2
o' e ¢!/Hh, <t17 +o

"o V2m on ) = fr(D), asn=0. (3.21)

Therefore, taking the limit in (3.17) yields
fxy (@) = fy(t), asn—0;
the limit in (3.18)
P(X+Y >u) —><I'(—g) =P >u), asn—0,
via (3.20) and (3.21); and the limit in (3.19)
E(ae®X+Y) _ )+ - qe bec’e /2<I'( hjo 4+ co) — K@(—g) = E(ae"™ — K)*,
via (3.20) and (3.21); all as we expect what should be.
4. Option Pricing
4.1. European call and put options

Theorem 1. The price of a European call option in (3.1) is given by

iie_w(w)” 2 (2n—j—1
n! 22n-1 n—1

n=1j=1

1 1 1
{S (0) e~ ATHnr2 < ) ®lar)—e "TKD(a_
1 i
1 —rT —h/n_o>T/(2n?) = ( ) av T 1
- VK -—1 ——Hh; (c_
+2e e e ;) " Ton (co)
Lot i T/ g { } ovT\' 1
1-— . Hh;

b T {S(O)e*AC%(m) - Ke*”@(bf)} ,

where

log(S(0)/K) + (r + % — X) T+ nx

ar = T ,
. log(S(0)/K) + (r+ % — X) T
L=
o/T ’
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oT h
cr = —+ ———,
n O'\/T

h = log(K/S(O))—i-)\CT—(r—(;)T—n/i,

¢ = ~ 1L

Proof. See the appendix.

Remark. There are two special cases worthy of mentioning.

Case 1. Suppose k = 0. As n — 0, which means that the jump sizes are getting smaller and
smaller, the formula converges to the celebrated Black-Scholes formula. In fact, as n — 0, we
have ( = # —1 — 0, and, by the dominated convergence theorem (the theorem is applicable
because the two terms involving summations over ¢ can be, up to a constant, bounded from

above by 7, via (3.20) and (3.21), and we have the fact that > o>, nne_’\T()‘nL!)n = \Tn—0),

(AT 20 <2nn 1 >{S (@)) - e TED(a))

5 - 3

; n! 22n—-1
n=1j

=1
e T {S(O)@(m) - Ke’TTCD(b_)}
A1 OD (5 (0) @(as) — e TKB(a i (2" J_1>

e T {S(O)(I)(b+) - Ke’TT@'(b_)}
e (D) AT

Il
i MS

{S(0)®W,) — e TTKBM )} +e T {S(O)@(bﬁr) —Ke " To(b. )}

I
MS

n=1

(0) @ (b’ ) = _’"TK@(b’ );

I
"

where we have used the identity

g

which will be proved in the appendix at the end of the proof of Proposition 1, and the fact that

in this special case
b log(S(0)/K) + (r+ %) T
a+ =byr =0 := .
+ + 4 O’\/T
Case 2. A = 0, which means that there is no jumps at all. Then

e (0) = S(0)@(V,) — Ke " "® (),
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which is the Black-Scholes formula, where

Y log(S(0)/K) + (r+ %) T
+ — U\/T .

Remark. About the put-call parity.

Put —Call = e "TE*((K — S(T))* — (S(T) — K)V)
= e "TE*(K — S(T)
= Ke ™ - 5(0),

via (3.2), from which the price of a put option can be obtained from the formula for the call
option.

Remark. About hedging. As we mentioned, the market is basically incomplete, and the
usual hedging arguments are not applicable here. However, as pointed out by Merton (1976),
assuming the jump risks are non-systematic and independent for different stocks, it is still
possible to use the traditional delta hedging to get an asymptotic riskless hedging portfolio, as,
by the law of large numbers, the unhedged risks will cancel each other asymptotically.

Remark. About programming. In mathematica and many other software packages, it is
better to convert the sum into matrix operations. A mathematica code can be downloaded
from the author’s web page.

Remark. Although the pricing formulae involve infinite series, numerically the expressions
can be evaluated very quickly to a high degree of accuracy through truncation. Our experi-
ence shows that numerically only the first 10 terms in the infinite series are needed for most

applications.

4.2. Pricing of options on futures

Assume, for now, the term structure of interest rate is flat, and r is a constant. Then the

futures price, F(t,T*), with maturity at time 7™, is given by
F(t,T*) = T =05(1).
Theorem 2. The price of a Furopean call option on a futures contract is given by
Y. (D, F(0,T),K,T,k,n, \,0)

_ e~ (AT 2 (an—j—1
= D'(lee 92n—1 :

e n! n—1
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-{F(O,T*)eACT””%(( L, 1 j><I>(a+)—K<I>(a_)
1

<.
|

1 s 1 oVvT\' 1
g s (1) (B g

1=

0
N Z.
L hm 02T ) < { _ } ovT .
+5ee K ; 1 TR ; \/2_7thl (1)}
+e LR, T X D(by) - KD(b-)}),

where
. = log(F(0,T*)/K) £ 0T /2 — X(T + nk
+ = U\/T ’
b log(F(0,7%)/K) + 02T/2 - XT
+ = y

oT
T h
o = VT

n a\/T’
" a*T
h = log(K/F(0,T%)) + XT + — - Tk,

¢ = —1

D = e*TT

This theorem can be proved easily by using Theorem 1 and standard proofs about the
futures options under jump diffusion models (see, for example, Musiela and Rutkowski, 1997,
and Birge and Kou, 1999). Hence the proof is omitted. Notice, however, we cannot simply
prove Theorem 2 by plunging in the futures formula into Theorem 1, as the underlying asset
now is the futures contract rather than the spot asset itself.

Remark. Again for the following two special cases, the formula degenerates to the Black’s
futures option formula: case 1, K = 0 and n — 0, which means that the jump sizes are getting
smaller and smaller; and case 2, A = 0, which means that there is no jumps at all. Recall that
the Black’s formula is

e (0) = e T{S(0) B (Y, ) — KD(H.)},
where
log(F'(0,T*)/K) £+ o*T/2
= T )

Remark. We can also have a similar put-call parity for the futures options:

b

Put — Call = e "T(K — F(0,T%)).
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5. Pricing of interest rate derivatives and “volatility smile”

In this section, we first derive closed form solution for the prices of some interest rate derivatives,
particularly interest rate caps and floors, in the double exponential jump model of the previous
sections; and then we will use the formulae and a real data set of interest rate caplets to show
that the model is capable to produce “volatility smile”.

Interest rates with jumps have been studied by many papers. Equilibrium asset pricing
models for interest rates with jumps include Ahn and Thompson (1988), Attari (1996), Das
and Foresi (1996), Nietert (1997); the pricing of interest rate derivatives in the presence of jumps
is considered in Bjork, Kabanov , and Runggaldier (1997), Burnetas and Ritchken (1997), Das
and Foresi (1996), Duffie and Kan (1996), Duffie, Pan, and Singleton (1998), Jarrow and Madan
(1995), and Shirakawa (1991). Various sources of jumps in interest rates, including moves by
central banks, are investigated in Babbs and Webber (1997), Das (1998), El-Jahel, Lindberg,
and Perraudin (1997), and Honoré (1998). In addition, the possibility of default (as modeled
in Duffie and Singleton, 1996, and Jarrow and Turnbull, 1995) provides further motivation for
including jumps, though we do not consider credit risk here.

In particular, a general framework of pricing interest rate caps and floors with jump risk has
been studied in detail in Glasserman and Kou (1999) (see also Jamshidian, 1999). The results
in this section is a corollary of that paper, with the logarithm of the jump sizes being specialized
to be double exponentially distributed, except that we have to do the explicit calculation in
the case of the double exponential distribution. Therefore, we only give a sketch of the results,

and refer the readers to that paper for details.

5.1. Pricing interest rate caps and floors

Interest rate caps and floors are among the most liquated of all interest rate derivatives. To
study them, it is necessary to consider the term structures based on simple forward rates with
a fixed accural period § expressed as a fraction of a year; for example, § = 1/4 means three
month rates. With ¢ fixed, we denote by L(t,T") the forward rate for the interval from T to
T + 6 as of time ¢t < T. Thus, a party entering into a contract at time ¢ to borrow $1 over the
interval [T, T + 6] will receive $1 at time T and will pay to the lender $(1 + 6L(t,T)) at time
T + 6. Mathematically speaking, the forward rate is defined as

1/ B@T)
1.0 =5 (g7 1)
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where B(t,7) is the time-t price of a zero coupon bond maturing at time 7. An interest rate
caplet for the period [T),, T+1], with T,, = nd, and struck at K is a derivative security paying
8(Ln(Ty,) — K)T at time T),11, where L, (t) = L(t,nd).

Under the marked-point-processes model in Glasserman and Kou (1999), particularly equa-
tion (9) in that paper with log X,gi) being double exponential random variables instead of being
normal, we can explicitly find the time-t price Cy,(t) of the nth caplet if (25) in Glasserman and
Kou (1999) holds with f,, a double exponential density. In particular, if o) are deterministic

then the time-t price of the nth caplet, ¢t < T, is given by
Cn(t) = 6t (Bnt1(t), Ln(t), K, Ty — t, Kny My Any On) (5.1)
where we have used the same notation as in Theorem 2. Obviously, for T,, <t < Tj41,
Cn(t) = 6B (t)(Ln(Tn) — K) ™

Here kn, nn, An, and oy, are risk-neutral parameters associated with the nth caplet. In other
words, one can price interest rate caplets by using the formulae for call options on the futures
contracts.

By summing the prices of individual caplets one can price a cap, which is simply a portfolio
of caplets with consecutive maturities. Similarly, one can price an interest rate floor by summing
the prices of single-period floors, via the formulae for put options on futures contracts.

Remark. As noted in, for example, Hull (1999), Miltersen, Sandmann, and Sondermann
(1997), Glasserman and Kou (1999), from the prices of caps and floors it is possible to derive
prices of puts and calls on zero coupon bonds, provided the maturity of the bond is one period
later in the tenor structure than the expiration of the option. In particular, a put option on

the bond struck at K can be valued as a portfolio of K caplets struck at (1 — K)/(6K).

5.2. “Implied volatility smile”

To illustrate that this model can produce “implied volatility smile”, we consider a real data
used first in Andersen and Andreasen (1999) for 2-year and 9-year caplets in the Japanese
LIBOR market as of late May 1998. In this example, we choose a set of model parameters,
calculate caplet prices at a range of strikes using (5.1), and then find the corresponding implied
volatilities based on the Black’s formula. More precisely, these implied volatilities are the values
of o that equate the price computed using the Black’s formula to the price computed using

(5.1) with all other parameters held fixed. Their implied volatilities based on mid-market prices
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Figure 5.1: Mid-market and model implied volatilities for Japanese LIBOR caplets in May 1998.
The parameters used for the model implied volatilities are k4 = —0.83, n4 = 0.35, Ay = 0.78,
04 = 0.21, and K18 = —0.63, mes = 0.45, )\18 = 0.14, 018 = 0.08.

are reproduced in Figure 5.1. Corresponding 6-month forward rates for the same period are
1.181% for the 2-year maturity and 2.913% for the 9-year maturity.! Figure 5.1 also shows
implied volatility curves derived from (5.1) using the same forward rates and the parameters in
the caption. (With 6-month accrual intervals, the 2-year and 9-year caplets correspond to n = 4
and n = 18 in the notation of (5.1).) The figure suggests the possibility of a very close fit even
to a very sharp market skew. Because the parameters used in (5.1) apply under a risk-neutral
measure rather than the physical measure, we can interpret the parameters in Figure 5.1 as
suggesting that the market attaches a large risk premium to the possibility of a sharp downward
movement in Japanese interest rates. A similar interpretation is also given in Glasserman and
Kou (1999) for the normal jump model.

Remark. The good fitness of the model to the market data of implied volatilities largely
comes from a large number of free parameters. This is particular useful if the observed implied
volatility smile is truly a “curved smile”, which means that it has a right tail going upwards

significantly rather than being flat as in Figure 5.1. Although the “curved smile” is frequently

"We thank Leif Andersen of General Re Financial Products for providing these values and also the mid-market
implied volatilities in the figure.
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observed in markets, it is quite difficult for other models with fewer parameters, such as the
CEV, to fit the curve. Of course, more data would be needed to fit the models with more
parameters. So our model is more appropriate for more liquated options. In addition, in actually
trying to fit a model to market data, one might also want to impose additional restrictions on
the parameters.

Remark. It should be pointed out that many other models can fit the volatility smile well.
For the particular caplet data used here, both the CEV model (see Andersen and Andreasen,
99) and Merton normal jump model (see Glasserman and Kou, 1999) can lead to very similar
fit. A key difference is that the double exponential jump model not only can incorporate
volatility smile, but also has leptokurtic feature and analytical tractability for many other

options, particularly for exotic options.

6. Advantage and disadvantage of the model
Three major advantages of the model are that it can lead to

e leptokurtic feature, namely, compared to the geometric Brownian motion, the model
can produce the desirable features of higher peak and (asymmetric) heavier tails for the

underlying asset;
e “implied volatility smile”, which is a puzzle for the Black-Scholes model;

e analytical tractability, namely because of the simple setting of the model, which only
consists of a Brownian part and a Poisson jump part with the logarithm of the jump
sizes being double exponential, it can lead to analytic solutions for various option pricing

problems; in addition, the parameters in the model can be easily interpreted.

Although there are, as we discussed before, many models can incorporate at least one of the
three, leptokurtic feature, “volatility smile”, and analytically tractability, the current model
can incorporate all of them under a unified framework.

The closed form solutions are made possible because of the simplicity of the exponential
distribution and the memoryless property. In a forthcoming paper, closed form solutions for
various exotic options, such as perpetual American options, barrier and lookback options will
be presented. These options cannot be priced in closed form if the logarithm of the jump sizes
have a normal distribution, because of the overshot problem related to the boundary crossing

problems.
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One disadvantage is that the formulae, though being analytic, for option pricing appear to
be long. However, this may not a major problem because the Hh function can be computed
easily (in fact a short code would be sufficient in many software packages), and what appears
to be lengthy to human eyes might make little difference in terms of computer programming,
as long as it is a closed form solution.

More serious criticisms are (a). whether such a model can be incorporated in an equilibrium
framework; (b) empirical justification of the model. Hopefully this paper will generate interest

for further researches on both equilibrium and empirical aspects of the model.
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Appendix: Proofs

To prove Proposition 1, the following lemma is needed.
Lemma 1. Suppose & and §~Z are independent identically distributed exponential random
variables with mean k. Then

k . n—k+m _ (n+m— k 1 _
4 | Yis1&,  with prob. (1/2) (T k=1,
Z& 25] nom)s = { — >t 1 &, with prob. (1/2)rtm . (v - N, 1=1,. '

(A.l)
Proof. Introduce the random variables A(n,m) = 37" & — >0 £+ (n —m)k. Then
CRCRL i A B s B

via (3.4). Now image a plane with the horizontal axis representing the number of ¢; and vertical
axis representing the number of éj. Suppose we have a random walk on the integer lattice point
of this plane. Starting from any point (n,m), n,m > 1, the random walk goes either one step
to the left or one step down with equal probability 1/2, and the random walk will stop once
it reaches either the horizontal or the vertical axis. For any path that leading point (n,m) to
(k,0), 1 < k <mn, it must reach (k, 1) first before it makes a final step to (k,0). Furthermore, all
the paths going from (n,m) to (k, 1) must have exactly n — k left’s and m — 1 down’s, whence

(n I<:+m 1)

the total number of such paths is Similarly, the total number of paths that leading

point (n,m) to (0,1),1 <1 <m,is ("~ ltm ). Thus,
Aln,m) & { Z 151, w%th prob. (1/2)”:;“*’” . (":;;”1:1), E=1,...,n }7
— Yt &, with prob. (1/2)" ™. T l=1,...,m

and the lemma is proven. O

Proof of Proposition 1. It is enough to consider the case K = 0. By the same analogy
used in Lemma 1, to compute probability pg, 1 < k < n, the probability weight assigned to
Sk | & when we decompose Y., X;, it is equivalent to consider the probability of the random
walk ever reach (k,0) starting from the diagonal points (i,n — i), 0 < i < n, with probability
of starting from (i,n — i) being (7). Notice that the point (k,0) can only be reached from
points (¢, n — i), with the constraint k& < ¢ < n — 1, because the random walk stops once it
reaches the horizontal axis. Therefore, for 1 <k <n —1, (A.1) leads to

n—1
P = Z P(going from (i,n — i) to (k,0)) - P(starting from (i,n — 1))
i=k
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B ”‘k‘l(l)n—’f n—k—1\( n \ 1
Pe = 2 \3 j jk)on

_ 2_’“7L_z:k_1 n—k—1 n
P L j n—j—kJ

But we have the combinatorial identity

(L))

Thus, for 1 <k <n—1,
2 (am—k—1
Pk = Son n—k '

1
pn:2_n-

Of course,

In summary, we have
2k fop —k—1 2k fop —k —1 L <
e — = —_— n
Pe=2m\ n—k 2\ p—1 ) =S
Similarly, to compute p_g, k > 1, which is the probability weight assigned to — Zf:]_ & when

we decompose Y i ; X;, it is equivalent to consider the probability of the random walk ever

reach (0, k) from the diagonal points (i,n —14), 0 < i < n. This is given by

Pk =, P(going from (n —4,4) to (0,k)) - P(starting from (n — 4,17))
SN\ () ik -1\ n ) 1

- Z(E) ( (n—i)—1 )(n—z)Z_”

IN"*(n—k—-1)(n\1

(5) (n—i—1><i>2_"
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Therefore, we can introduce a random variable M (n), such that

2k fop —k—1
P(M(n):k):2pk=22T<n

>, 1<k<n,
n—1

and the decomposition is, for n > 2,

i X, 4 { Zf\iﬁ; &, with probability 1/2 }

P MM ¢ with probability 1/2 |
where &; are i.i.d. exponential random variables. Incidentally, we have also shown that

" 2n —k—1
because Y (px + p—x) = 1, and thus M(n) is a proper discrete distribution with the domain
{1,2,..,n}. O
Proof of Proposition 2. Case 1. x — oo. We will prove it by induction. Clearly it is true for

n = —1. Now suppose it is true for n = k. Then

g2
61/27

Hhy(2) ~ —5

which means that for every € > 0 it must be that for all large enough =z
1 712/2
1—6§Hhk(m)/{ﬁe }<1l+e

Therefore, for all large z, we have the following bounds on Hhy 1 (z):

2

>~ 1 a2 S oo 1 B
(1_6)/36 yk+1ey/2dy§Hhk+1(x):/w Hhk(y)dy§(1+€)/w yk+1ey/2dy.

But, as x — oo,

o0 1 —y2/2 _1-ig 1 1 2 1 —z2/2
/x yFr e Vi =271 'F(_ik’ix ~ 2 € w2,

Therefore
1 2
: —z?/2\ _
:Elglolo Hhk+1($)/{$k+2e } =1,

and the result is proven.
Case 2. x — —oo. It is clearly true for n = —1. So we only study the situation when n > 0.

Asz — —o0

1 e}
Hh, () = — (t —z)"e ¥/2dt

on oo

< =3 [ falme
on oo on o

< — ]t\”e_tz/th—i——/ |:E|"e_t2/2dt
n! J_so n! J_so

= O(|z"),
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and the proof is terminated. O

Proof of Proposition 3. We shall study it in serval cases.

Case 1, when 8 < 0 and a > 0. Then there is nothing more to say as the integral is oo,
because the integrand goes to infinity as x — oo.

Case 2, when 8 > 0. In this case, we must have, for n > 0,
e**Hh, (Bz — ) — 0, as z — oo, (A.2)
for any constant «, thanks to (3.12). Integration by parts leads to
I, — / ¢**Hh,, (8 — 6) dz
A
1 o0
_ 2 / Hh, (3z — §) de°
a JX
1 o0
= - [th (Ba — §) |22, — / ¢ dHh,, (Bz — 6)
A
_ 1 al ﬁ o oz
= ——Hh, (BN —6)e* + — e**Hh,,_1 (Bz — 6) dz,
(o} a J)

where the limiting behavior in (A.2) has been applied. In other words, we have a recursion, for

n >0,
al
Iy = —<"Hh, (03— 6) + 21,4,
(8 (6

with the initial condition

I, = / e**Hh_; (Bx — 6) dx
A

— Vom [ e pl(—pu+ 8)do
B Vor ad a? «
= TeXp{?+W}¢(_6A+5+B)'

Solving it yields, for n > —1,

I, = _ﬁi< )th (B —6)+ (i)m[l

Y B\ V2 ab o a
— Z() Hh; (B8 5)+(a) 5 exp{ﬂ+2ﬁ2}‘1>( 5A+5+5),

where the sum over an empty set is defined to be zero.

Case 3, when 8 < 0 and a < 0. In this case, we must also have, for n > 0,
e**Hh,, (Bz — ) — 0, as z — oo, (A.3)
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for any constant o < 0, thanks to (3.13). Using integration by parts and (A.3), we again have

a recursion, for n > 0,
eaA ﬁ
I, = ——Hh, (B\—6) + =I,_1,
« Q

but with a different initial condition

I, = / ¢*"Hh_, (Bz — 8) da
A

= \/_/ (—Bx +6)dx
_ _Vem  ogab o o
= 3 exp{ ﬁg}q)(ﬁ)‘_é_ ﬁ)

Solving it yields, for n > —1,

I, = _ﬁzn:( )th S (BA—6) + (§>n+11_1

eoe)\ n 6 n—i 6 n+1 o ad o a
= (B} mmn -0 - (B) Elep{Z+ Zgepr-s-2),
. gﬂ(a) Hh (93— 8) - (5) S exn(% + 51807 -5 -3)

where the sum over an empty set is again defined to be zero. The proof is terminated. O
Proof of Proposition 4. We prove it in three cases.
Case 1. The density of X +Y. We have

Ix+v (t)
= [ ixt-a) fr @
p/t (/me” Dt —a) /)" 1 eyee

—00 (n - 1)' 0'\/%
© (Ume= M (@ —8) /m)" 1 1 2002
1-— rLe)d
+( p)/t n—1) O_\/ﬁe x
e/t —z)"t 1 .
(n — 1)' o\ 2
% e=t/1 (g — )"t 1

_ t/n n —22/(202)
+(1-pe (1/77)/t ey T da

n—1
_ et e @) /t (t(—ﬂ”)l)' 12 o (202 /m)/(202) gy
-0 (N—1). o T

) n—1
o) (1 e ) / @—0" 1 (a+02/m)*/(20%)
+(1—=p)e’™(1/n™)e A Py T 5=e dx.

t

By letting y = (z — 0%/n) /o, and § = (z + 0%/n) /o, we have
fx+y (1)
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tlo—o/n (t — gy — o2 /n)"
_ pe—t/neaz/@nz)(l/nn)/ (t Uél/n Ul)/'n) 12 6_y2/2dy
oo —1)! V2T

+ (1 - p) et/'r)ecrz/(?r)z)(l/nn) /oo (U:lj - 02/77 - t)nil 1 67‘@2/2dy
t/o+o/n (n—1)! V2

o—0 n—1
— e t/neo’ J(2n%) e 1/ /t/ /n (t/o’— —0’/77) 1 e_y2/2dy
(n — 1) 2T
—o/n—t/o)" 1 1 _.
+(1— t/'r)ecr /(2'r) o 1 (y 0/77 e /2d
o T S
eo’/(2n?) ol m iy y
=~ ) {pe MHh, 1 (<t/o + o /n) + (1= p) /" Hhyy (t/o + /) },
because
1 a _1 e_y2/2 1 00 . e—y%/2
— )" —( - - n d
(n—l)!/_oo (a=y) V2 4 (n—l)!/_a (a+y1) Vo y1
1
= ——=Hh,_
\/% 1 ( )
and similarly
;/oo( — bt 1 e Y2y = L (b)
(n—1)!Jp Y V2m V= V2T ne A
where y; = —y, and the proof of Case 1 is terminated.

Case 2. P(X +Y >u). We have, via the density given in (3.17), that

P(X+Y2u):/oofX+y(t)dt

n ,ao2/(2n?) 00 _ 22 o0 2
-z p/ e~t/pn,, , [~ =2 dt—l—(l—p)/ et/mpn, o, (P
n" ov2m u on u on

Substituting = (—1/0) <0, a = (-1/n) <0, 6 = (—0o/n), and A = u in (3.15) yields

0o _ 2
/ eit/thn_l <_t770170' ) dt

n—1

= ne /"3 (n/o)" " ' Hh; (—u/o + a/n)
=0

o2
+(n/0)" ov/2mexp{—o®/n* + Q—Tﬂ}@(—U/U +o/n—a/n)
n—1

= ne /"3 (n/o)" " Hh; (—u/o + o /n) + (n/o)" 0\/_exp{— }<I> (—u/o);

=0
and substituting 6 = (1/0) >0, a = (1/n), 6 = (—o/n), and A = u in (3.14) yields

00 2
/ et/ THh,, (”’ to ) dt
u on
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n—1 n—1—i
= —ne"/my" <g> Hh; (u/o + o /n)
=0

n 0’2
+(L) ovares(=o®/n? + T5)0(-ujo —a/n+ /1)

n—1 nflfi
= (—n)e“/nz<ﬁ> h; (u/o+0o/n) + (—) ov'2 exp{— (—u/o).
i=0 \9 g
Therefore,
PX+Y >u)
o 1 2 (2n?) / n—1 n n—1—1 _un_l_a.2 n n \/_ 2/(202)
- % a%/(2n —u/n a hy | — % a e /@) p(_
ol B (5
nol g\l un + o
+(1-p) l—ne“/nz(—) Hhi< ) <—> o 2me /@) p(— u/a)]}
im0 \7 an
n—1 —i 2
_ o)y | ou/m ﬂ) L Hp, (ZWET) L et gt
e {p [e ;} <a —27th < p— +e ( a)
n—1 —i 2
oy e (1Y gy, (Mt —o? /2 gt
+(1 p)l e §<0> \/%Hh’< el (=)}

and the proof of Case 2 is terminated.
Case 3. E(aettcX+Y) _ K)* By using the density given in (3.17), we get, for n > 1

E(aeb-i-c(X-i-Y) N K)-‘r
= [T lae — K) ey (0t
h

= aeb/ e fxiy(t)dt — KP(X +Y > h)
h

n 00 2
N LA P C V) / ot/ (P19 g
o, et

00 t 2
+(1 —p)/ e“et/MHh,,_; ( nto > du}
h on

_K®(-Z K /n .02/ (2n%) (_> Hh;
( a) pe e Z n \/_

=0

n—1
+K (1 _p) eh/")eaz/(?’)Q) Z <£ th +o )

via (3.18), where
log(K/a) — b

C

h =
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Substituting = (—1/0) <0, a =(¢c—1/n) <0, 6 = (—0/n), and A = h in (3.15)

0 _ 2
/ ete t/MHh, (—“7 g )dt
h on

e(cfl/ﬁ)h n—1 ( 1 )n—l—i - ( h/ / )
= —— — i(—hj/jo+o
c=1/n 2\ e—1/n)o !

—1 " 2 (c—1/n)*0”
_ (W) V2r(—0o)exp{(c—1/n)o?/n + T}@(—h/a +o/n+(c—1/n)o)

(c—1/n)h n—1 n—1—1 —h 2
ne n n+o
- 3 Hh; (1 T7
l—en = ((1 - cn)U) ( on )

n " 1 1
+o <m> \/%exp{56202 - 502/172}@(—11/0 + co),

and substituting 8 =1/0 >0, a = (c+1/n), 6 = (—o/n), and A = h in (3.14)

e’} t 2
/ etet/MHh,, 4 ( n+o ) dt
h an

elet1/mh n—1 1 n—1—i Hb. (A
i = (o) «(hfotofm)

=0

1 " (c+1/n)%0?
(g7 Ve eller Yn-o/mo + L0 o — o/ + (e 1o

(e+1/mh n=1 n—1—i 2
_ne Z ( n ) Hh, hn+o
l+en = \(en+1)o on

+<W) oVIT expl 50 — 50> P B(~h/o + o).

Therefore,

E(aeb-i-c(X-i-Y) N K)-‘r

1 2 g2y elel/mh ] 1 nol-i - —hn + o2
- b o*/(2n%) T\ g (Z21T2
V= L ; <(1 - C77)> <o) "\ o

ﬂ l2 2_l 2 2 _
T expla? - 50 P a(~h/o + co)

(c+1/mh n=1 1 n—1—i L
ne n n+o
(1 3 <) Hh | ——=
1-2) l+en = <(cn+1)> <a> < on )

(1-pVE__ 1
iy oRlgee? = g PN o)

h _ 292y it (o\P 1 —hn + o2
_KP(—2) — KpeM/mneo”/(2n%) (_> ——Hh; | ———
()= K e S (T

an
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n—1 3
VK (1— p) ehlnes® /) Z( ) 1 (M)
7'('

=0 on
After some algebra, we get

E( b+c(X+Y) _ K)+

_ h/n 2 2772)2 b+ch K (z)z 1 Hhi —hn+02
(1= cnpn— n) V2w on

p (1 _ p) 60202/2 —hlo + co
e e KR e

gbteh o\' 1 hn+o
ra et S () L, ()
= (en+1) 2o on

Since e**h = (K /a), we get

—K@(—ﬁ) +ae <

E(aeb-i-c(X-i-Y) o K)-i—

n—1 7 2
_ peh/nge?/@n?) g (; _ 1) (E) Loy (2P to”
pe e ; (1 —en)n n) Vor on

p (1-p)
ae <(1 e D

+(1—p)eh/”e"z/(2"2)an:1{1—;} (5) L, (1t
i=0 A tepn=if\n) Vor an .

and the proof is terminated. O

) 662‘72/2@(—h/0 +co) — K@(—g)

Proof of Theorem 1. Since N (t) has a Poisson distribution with mean A¢, conditioning on
N (t), we have

2 N(T) N
e (0) = ZE* ( "T( (0>exp{<r—%—A<>T+ax/TZ} ]Hl Vj—K) N(T)Zn) :
P (N (T)=n) .
= e"Tie’\T(AnL')nE* (S (0) e)‘CTexp{<r— %2> T+U\/TZ} ﬁ Vj —K)
n=0 ' j=1

|
n—0 n:

< (AT ’ , )
_ e,rTZe—AT( )" E* (5(0)6)‘CTGXP{(I"—%)T‘I—U\/TZ‘I'ZlXj}_K)

Xi and [] over the empty set is set to be one.

where recalling that V; = e
By the decomposition (3.7), we have, for n > 1, the following decomposition

M(n)

ZX 2k + Z Y;,
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where Y; are i.i.d. double random variables

v — &,  with probability 1/2
' —¢&;, with probability 1/2

& being exponential random variable with mean 7, and M(n) is a discrete random variable

with

, 2 (oan—j—1 .
P(M(n>=y>=22n1< o ) 1<j<n.

Notice that M(n) is independent of all other random variables.

Therefore, conditioning on M (n),
e (0)
T - AT (A\T)" T o’ $aQ "
= e nz:%e TE S0)e exp (T—;)T—FU\/TZ—FHH—Q—ZYE - K

i=1
T (A" 20 [2n—j -1
= ey e ol 92n—1 '

n=1;=1 n—1

i=1

n
4o T ATE* (e'rT (5’ (0) e T exp { <r — %2> T+ o—\/TZ} — K) ) .

Now substituting a = S (0) e T, b = (r — "72) T+nk,p=1/2, and ¢ = 1 into (3.19), we have
for 0 <np <1,

i +
-E* (S’(O)eACTeXp{<T—%2>T—I—U\/TZ+TLH+ZYE} —K)

2 J *
E* (S(O)e—ACTexp{<r—?>T+U\/TZ+TM—|—ZY¢} —K)

=1

_ 50 e”*(”?)”"”% ( 5 _1n)j + g +1n>j) e T25(—h/(ov/T) + ov/'T) K@(—%)

1 o)) jl( 1 _) ovT\' 1 [—hn+0’T
toe e K; A 1 ” \/ﬁth (o)

o ;
L 02T )(2n2) 7 { 1 } oVT\ 1 hn + o®T
HZel/neo ) K 1— _ Hh; )
2¢ ¢ Zi:[) A+ \"n ) Vor (oVT)n

with
_ log(K/a) —b

C

h =log(K/S(0)) + AT — <r—%2>T—n/<a.

35



Furthermore, it is easy to check that

2 +
E* (S (0) exp { (7" - % — AC) T+ a\/TZ} - K) = 5(0)e" )T Db, ) — Kd(b_),

where

log(S(0)/K) + (r+ % = X) T
by = s .

Thus, we have proved the theorem. O
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