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Abstract

The paperpresentsan extendedversionof the standardextbook prob-
lem of consumechoice.As usual,agentshave to decideabouttheir desired
guantitiesof variousconsumptiongoods,at the sametime taking into ac-
counttheir limited budget. Pricesfor the goodsarenot fixed but arisefrom
a Walrasianinteractionof total demandand a stylized supply function for
eachof the goods. After shawving thatthis type of modelcannotbe solved
analytically threedifferenttypesof evolutionary algorithmsare setup to
answetthequestionvhetheragentsbehaior accordingo therulesof these
algorithmscansolve the problemof extendedconsumerchoice. Thereare
two importantanswergo this question:a) Thequality of theresultslearned
crucially depend=on the elasticity of supply which in turnis shown to be
a measureof the degreeof statedependeng of the economicproblem. b)
Statisticaltestssuggesthatfor the agentdan the modelit is relatively easy
to adhereo thebudgetconstraintput thatit is relatively difficult to reachan
optimumwith maiginal utility perDollar beingequalfor eachgood.
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1 Intr oduction

In introductorycoursedo microeconomicswhenit comesto the problemof con-
sumerchoice,a questionoften heardis ‘Do peoplereally behae thisway?’ The
standardanswerto this questionis ‘Not really, but they canlearnto achiese the
optimaloutcome anyway’ But, is thisreally true? Canboundedlyrationalpeople
learnhow to chooseéheir optimalconsumptiorbundle?

This papertriesto answerthis question.In orderto do this, the standardext
book problemof consumerhoiceis extended:The assumptiorof fixed pricesis
droppedwhich makesthe individual problemeven harderto solve. This model
is simulated,applying three differentlearningtechniquesn form of threedif-
ferentevolutionary algorithms. Thesekinds of algorithmshave often beenap-
plied to similar economicproblems. Interpretationsof evolutionary algorithms
asmetaphorgor varioustypesof learningschemeganbefoundin e.g.(Dawid,
1999)or (Riechmann1999b).

It canbe shawvn, that the learnability of an optimal solution of the extended
consumechoiceproblemnotonly depend®nthelearningtechniquechosenput
alsoonthedgyreeof statedependengcof the extendedconsumerchoiceproblem,
which, in turn, canbemeasuredby theslopeof the supplyfunctionsof themodel.

Morethanthis, it canbelearnedthatit easieito adherdo thebudgetconstraint
thanit is to find the optimal consumptiorbundle.

Apart from answeringa coreeconomicproblem,this papershavs somenewn
featuresof evolutionaryprogrammingwhich have rarely beenusedin economic
modellingbefore. The mostimportantnew featureis the simulationof simulta-
neousconstraintoptimizationover morethanjust onevariable,including binary
codingof thevariablesandthe useof a penaltyfunction.

2 The EconomicModel

2.1 The General Structur e of the Problem

Lettherebeanumberof n agentgdhouseholdsjacingthe standardextbook prob-
lem of consumerchoice,i.e. selectinga bundle of consumptiongoodswhich,
undertherestrictionof alimited budget,maximizesutility .

Agentsareassumedo have identicalutility functions,which do not change
over time t. Utility is derived from consuminga bundle of m differentgoods
indexedk. For corveniencetheutility functionis assumedo beof Cobb—Douglas



type.
m
ut=AT] ks A>0 ak>0vk=1,...,m. (0
k=1

Gikt givesthequantityof goodk agenti consumesn periodt. A anday, k=
1,...,mareparametersf themodel.

ThebudgetM is assumedo bethesamefor every agent in every periodt, so
thebudgetconstraints givenby

m
M2> S Prtlikt- 2)
k=1

Pkt representshe marketpricefor goodk in t.
Thus,every agenti aimsto solve the constrainednaximizationproblem

maxuiy Vk=1,....m 3)
ikt
m
st M=% Pielikt (4)
k=1
Gikt >0 Vk=1,....m (5)

Equation(5) givesthe usualnon—ngativity constraints.

Differentfrom the standardextbook model, priceswill not generallybe held
fixed, but will be subjectto a stylized Walrasianmechanism.For eachgoodk,
in every periodt, the price will be determinedasthe equilibrium price resulting
from theinteractionof aggrgatedemandor goodk in t andaggreatesupplyof
thegood.

Aggregatedemandor goodkin t, Qy is simplythesumof individualdemand
forkint:

Qut = Z Ol kit - (6)

Aggregatesupplywill be modelledby atime invariantstandardsupplyfunc-
tion for eachgoodk, sothattheequilibriumprice Pkt resultsas

n
Py =B+ My Gkt (7
t 2,



2.2 The BasicModel

Thebasicmodelis amodelof fixedprices.Thismeanghatin equation7) my = 0,
yielding
Pkt = Bk (8)

Note, thatthis casedoesnot represenain ‘economic’ problemin the senseof
agents’fitnessbeing statedependent.Eachagents utility only dependson her
own actions,but in noway on theactionsof ary otheragent.

For fixed pricesthe solutionto the problemof consumerchoicecaneasilybe
derived.

By standarctalculusthe solutioncanbedeterminechs

ax M.
S k=10 Bx’
This resultyieldstwo crucialcharacteristiccommonto every optimalbundle

of consumptiorgoods. Thefirst characteristigs efficiency: The whole budgetis
beingspent.In anoptimalsituation,(2) becomesinding:

m
M=% Pxtlikt- (10)
k=1

Okt = Vk; Vi; Vt. 9)

The secondcrucial characteristiof the optimal consumerchoiceis the fact,
thatmaginal utility perDollar is thesamefor every pair of goodsk, I,

OUit (-)/00K;it _ OUit(-)/00 it
Pkt Pt

Both of thesewell known standardesultswill becomeof greaterimportance
in thesecondpartof thepaper

vk, € {1,...,m}. (11)

2.3 The EnhancedModel

In the enhancedtase pricesareno longerfixed,i.e. mg # 0 in (7). As a conse-
guencethe problemof consumerchoicebecomesa problemof statedependent
fitness:Aggregatedemanchow hasaninfluenceon the marketpriceandthemar
ket price hasaninfluenceon every singleagents economicsuccess.

With theintroductionof flexible pricesthe problembecomesanalyticallyun-
solvable. This meanghatfor flexible prices,anexplicit numericalsolutionanal-
ogousto (9) for the fixed price casecannotbe found. Neverthelessat leastfor
uniformly behaing populations,the characteristic410) for efficiency and (11)
for optimality still apply.



3 The Evolutionary Algorithm

3.1 The Basics

An evolutionaryalgorithmaiming to modelthe above settingin an agentbased
mannemustabove all becapableof copingwith two problems:a) Themaximiza-
tion problemin focusinvolvesthe optimizationof morethanjustoneindependent
variable,andb) the maximizationproblemin focushasto be solved subjectto a
constraint.

Both of the problemshave beensolvedin naturalsciencesefore! but up to
now thereis no economiamodelmakinguseof theseresults.

In this paper a hybrid evolutionaryalgorithmwill be employed makinguse
of principlesfrom two worlds, from the world of geneticalgorithms(GAs) and
from the world of evolution stratgies (ESs). From GAs, the well known oper
atorsof crosswer and selection/reproductioareused. In economicsthey have
beenbroadly interpretedas forms of sociallearningby communicatiorandin-
terpretatioraswell asthe functioningof the market(Riechmann1999b). From
evolution stratgies, the operatorof mutationis used,beinginterpretedasa form
of isolatedindividual learningby experiment. Moreover, the variablesin focus
will notbecodedasbit strings,but asrealvaluednumberswhichis alsoafeature
of evolution strateies.

To makethingsclearer an agenti will be fully describedoy her economic
plans,i.e. thevectorof demandedjuantitiesfor eachgoodk in periodt, ¢ kt. In
the simulations,therewill only be threedifferentgoodsavailableto the agents.
Thus,anagents characterizedthy a vectorgj;,

Git € R3. (12)
An examplewould be
Q105(11.2;3.7;17.0) (13)

meaningthatagentnumberl10 plansto consumell.2 units of the first, 3.7 units
of thesecondand17 unitsof thethird goodin period5.

3.2 Standard Operators

Dueto the changen therepresentationf the agentsthe operatorqoftencalled
‘genetic operators’)have to be changed,too. As theseoperatorsare usedas

1A summaryof resultscanbefoundin (Michalewicz, 1996).
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metaphordor learningtechniquesthe changedoperatorsstill have to support
asensibleeconomidnterpretation.

The ‘double operator’of selectionandreproductionoften beinginterpreted
aslearningby imitation connectedwith therole of the market,needsno changes
at all. Agentsare selectedfrom their populationand reproducednto the next
onewith a probability equalto their relative fitness. Fitness,in this case,equals
individual utility. This meansthatin this paper the standardroulettewheel se-
lectionoperator{Goldbeg, 1989)will be usednotoneof theselectionoperators
stemmingirom thetradition of evolution stratejies.

Recombinationin the form of crosseer is usually seenas a metaphorfor
learningby communication.The changeof this operatoris quite straightforward.
In areal valuedratherthana binary representationagents’economicstratgies
canbeseparatethto clearlydefinedeconomicsubstratgies. A substratgy in the
currentmodelis theconsumptiorguantityof asinglegood. Thismeanghatin the
above example(13) the agenthasthreesubstratgies: 11.2for goodone, 3.7 for
goodtwo, and17 for goodthree. Cross@er now works asusual,recombinating
two agents’substratgies. Theagentsnvolvedin cross@er arechoserfrom their
population,a cross@er point is selectedthe vectorsof substratgiesare cut at
the crosswoer point, the resultingpartsare interchangedand put togetheragain,
yielding two new stratgjies.Figurel shovsanexample.

112 3.7 17.0 153 0.3 28.3
—_—— —_—
PR N— /\>£/\
112 3.7 283 153 03 17.0

Figurel: Crosswoer (example)

In the world of real valuedcodingof agents’strategjies, the interpretationof
crosswoer asaform of learningby exchangingsubstratgiesbecomegvenclearer
thanin theworld of binarycoding.

The third standardoperatoy mutation,hasto be changedtoo. Mutation, of-
ten beinginterpretedaslearningby experiment,hasto undego the mostsevere
changesRealvaluedcodingcertainlydoesnot allow for simplebit flipping. In-
steadthe mutationoperatoifrom thetraditionof evolution stratgiescanbeused.
In thistradition,asubstratgy ¢ «+ is mutatedoy addingatermvy toiit, wherev is



normallydistributedwith mean0 andvariances?, resultingin thenew substratgy
Gi 12 ,
qi,k,t = Qi,k,t‘|‘Vk Vke {177m}! Vi ~ N (07 02) (14)

By endogenizinghe mutationvarianceo?, this operatorcould easily be ex-
tendedin orderto represensomekind of metalearning(Riechmann,1998), but
for the clarity of the economicargumentthis will notbe donewithin this paper

3.3 EnhancedOperators

In additionto the standardperatorsiwo more‘enhancedoperatorshallbeem-
ployed. Thefirst oneis thewell known electionoperator(Arifovic, 1994). Elec-
tion requirestwo (or more)agentgo meet,jointly work out new strategjies,evalu-
atethesestratgiesandthanfinally decidewhichstrateyy to usein reality. Though
election,especiallyin its basicform, is notundisputedn its economicmeaning’
it is known to resultin stablestatesof thelearningprocesswhich mostof thetime
even represenbptimal solutionsto the underlyingeconomicproblem? Thus—
economicallymeaningfulor not— electionrepresents goodbenchmarkor the
testof the performancef otherlearningoperators.

The secondenhancedperatoris somethingmorethanjust an operatoy it re-
quiresa slight changein the constructionandimplementatiorof the agents.For
the operatorof preselection agentswill be equippedwith a memory And al-
thoughthis memoryis very limited, it will be shavn to helpimproving agents
learningperformancePreciselyagentswill begiventheability to remembene
certainstratgy togethemwith the level of utility they gainedfrom employingthis
stratgy. The specificstratgy an agentrememberss her all time beststrateyy,
i.e. the stratgyy thathasbroughtherthe highestutility duringthe wholelearning
process.During preselectioran agentchosesrom two possiblestratgies: the
stratgy sheusedin the last period (the fithessof which shecanrememberyand
herall time beststratgy. Shedecidedy thefitness.The stratgy with the higher
fithessis chosenasthe stratgy the following learningprocesse®f the current
period(i.e. communicatiorandexperiment)arebasedn.

2In orderto makesurethe adherenceo the non—neativity constraintg7), the puremutation
operatorhasto be accompaniethy somemechanisnguaranteeinghatd; x+ > 0.

3For a clearformulationof the pointsof criticism aswell asfor somesuggestioniow to fill
the electionoperatorwith more economicmeaning,see(Franke,1997) and (Birchenhallet al.,
1997).

4Riechmanr(1999a)providesan explanationto why electiontendsto resultin stablestates.



while not STOP

ti=t4+1

selectpopulationm from m_;

preselectiononm:

for eachagenti ¢ m

preselection:
Gi i= agmax, ) {di; Wi}

memorizecurrentstratey:
Hi i= {0it; u(Gi[m)}

crosse@eronim

mutationon m

evaluationonm

Figure2: mainloop of preselectioralgorithm



Note, that for non statedependenproblems like the fixed price problemof
consumechoice,the preselectioralgorithmessentiallyworkslike anintra agent
operatorof elitist selectionfor the basicstrategy in eachperiod. In the simple
fixed price model,an agents fitnessor utility is independenof whatthe others
do,i.e.

Ui (Git|S) = ui(ai;) VSES. (15)

S is thepopulationin Periodt, S is the setof all differentpopulations.

In problemsof statedependenfitness,on the contrary all actionsof all the
otheragentdn thepopulationhave aninfluenceon anagentsfithess.Thismeans,
thatfor my £ 0iin (7), the stratgy anagenthinksof asherall time bestone,might
— dueto the currentpopulation— not be asgoodasshethinks. A stratgy that
onceperformedbrilliantly may performvery poorly in the context of a different
population. This is a fact that the agentsin this model are assumedo ignore.
Agentsusethe rule of preselectionpecausehey simply do not know that they
may be mistaken.

3.4 Coping with the Constraints

The problemin focusis a problemof constrainedptimization. Agentsdo not
only haveto maximizeutility butalsohaveto becarefulnotto exceedtheirbudget.
In the simulationsthe budgetconstraintwill not be directly accountedor. This
meanghatthereis no goodtheconsumedjuantityof which senesassomekind of
residual. This meanghatagentsdo not do somethingike determinethe quantity
of thelastgoodasall they canafford to getby therestof theirbudgetlike

1 m—1
Qi,myt ot (M kgl pk,tQu,k,t) : (16)
Instead agentdreely decideon the quantityof all threegoods atfirst handinde-
pendentlyof the budgetconstraint.This alsomeansthatin thefixed price cases,
atthetime of makingtheir consumeplans,agentsdo notevenknow the pricesof
thegoods,which makestheir decisionproblemevenharder

Thecompliancdo thebudgetconstrainis securedy usingapenaltyfunction
which is a standardool in evolutionaryoptimization® Using a penaltyfunction
meango decreasan agents fithessif shebreaksthe budgetconstraint.In eco-
nomic terms, this looks like an extensionto the utility function, which may be
ratherunusuako mosttheoreticaleconomists.

5Seee.g.(Michalewicz, 1996,pp. 321).




In thesimulationghefollowing fitnessfunctionwasusedin orderto transform
utility ¢ into fitnessR ;:°

U(Git) +M— S5 Prtlike for  S5_;petlike > M
Raic = . a7

U (git) for S2_iPktikt <M

Usingfitnessfunction(17) meansthatanagentcanbreakthe constraintsbut
thatsheshouldlearn notto do so.

4 Simulations and Results

For the model describedabore, simulationswere run using three different al-
gorithms,a) the canonicalalgorithm,usingselection/reproductiorgrosseer and
mutation b) theelectionalgorithm,usingselection/reproductioandelection,and
c) thepreselectiomlgorithm,usingselection/reproductiompreselectiongrosseer
andmutation. The simulationswererun for threedifferentparametesetswhich
only differ with respecto theelasticityof supply

All threesetsthussharethe valuesfor A = 1 andfor thebudgetM, M = 100,
for Bk, B1 = B> = B3 = 1, andfor oy, a1 = 0.2, a; = 0.3, andoz = 0.5. The
only differences thatfor thefirst set(‘FIXPRICE’), m; = mp, = mg = 0, yielding
p1 = p2 = p3 = Bx = 1. Thus,FIXPRICE representshe fixed price caseor, put
in differentwords,a caseof infinitely high elasticity of supply’ The secondset
(‘HIGHELASTICITY’) usesm = np = mg = 0.0001,thusrepresenting state
of high elasticityof supply Thethird set(LOWELASTICITY’) usesm = nmp =
mg = 0.1 whichleadsto a stateof low elasticityof supply

Simulationswererun for populationsof n = 500 agentsandfor tyax = 500
periods.

SNegative fitnessvaluescanarise,so thatbeforeenteringthe selectionoperatoy fitnesshasto
be subjectto oneof the standarcositive transfermechanisms(Goldbeg, 1989;Mitchell, 1996)

"The definition of ‘elasticity of supply’ differs betweernvarioustextbooksof microeconomic
theory This papermakesuseof the definition by Hendersorand Quandt(1986),who definethe
priceelasticityof supplyastheratio of relative changen the quantityof supply(nominator}o the
relative changeof the price (denominator).

For this paperthis meanghattheelasticityof supplyfor goodk, &, is givenby g = %QWE/%'
This definitionimpliesthatthe changen the quantityis a resultof achangen marketprice. This
paper though,will arguethe otherway round: A changen priceis the reactionon a changein

aggrgatedemandj.e. achangdn quantity
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4.1 fixed prices

Forthefixedpricecaseatleastfor thecaseof uniformbehaior, optimaloutcome
canbedeterminedanalytically If all agentswithin apopulationbehae thesame,
thebeststratgy accordingo (9), givenparametesetFIXPRICEis

qik,t = 207 q;,k,t = 307 qg,k,t =50 V ka t. (18)

Theseresultrepresenboth, efficiency andoptimality. This meanghatfor the
resultsgivenin (18) the budgetis fully spent(i.e. the budgetresidualis zero)and
every agents utility is ashigh aspossibledueto thebudget.

Thequality of thelearningalgorithmscanbejudgedby comparinghelearned
resultsto thetheoreticakesultsgivenby (18). Morethanthis, it seemsappropriate
to checkif, andif so,how good,the budgetconstraintis met. In orderto dothis,
theaveragebudgetresidualp; will beusedwhichis definedastheaverageamount
of mone/ not spenton consumptiorthroughouthe population;.e.

1N 3
Pe=— (M= Piktlike | - (19)
i=1

k=1

Representate simulationresultsfor thethreerespectre algorithmsaregiven
in the following figures. Eachfigure consistsof two subfigureswvhich give a plot
of the populationaverageof the quantitiesof goodoneto three(ontheleft) anda
plot of theaveragebudgetresidual(on theright).

It is easyto seethatfor all threealgorithms,the quantitiestendto corverge
towardthe theoreticallyoptimal quantities.The electionalgorithmseemdo per
form bestwhereashe canonicalalgorithm performsworst. This impressionis
supportedoy the resultsconcerningthe budgetresidual. Election corvergesto
aresidualequalto zero, preselectiortendsto oscillatearoundzero,whereaghe
canonicalalgorithmresultsin relatively large positive residuals.This meanghat
eachof thethreelearningmethodss ableno to violate the budgetconstraintbut
only learningwith electionandlearningwith preselectiorenableghe agentsnot
to wastea partof theirincome.

4.2 flexible prices, high elasticity

For the caseof flexible prices, it becomesmpossibleto determinean explicit
solutionanalyticallyevenfor thecaseof homogeneoukehaior. In orderto judge
the quality of the simulationresults,two measuresreintroduced. Thefirst one

11
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istheaveragdudgetesiduadsdefinednequatior{19). The secondoneis the
differencebetweerthemaminal utility perdollarfor eachpair of thethreegoods.
Althoughit is impossibleto solve the problemexplicitly, the fact remainsthatin
anoptimalsolutionof theconsumechoiceproblemmarginal utility perdollarhas
to beequalfor eachgood. Thus,aperfectsolutionshouldhave two characteristics:
a) Marginal utility perdollar is the samefor eachof the threegoods,andb) the
averagebudgetresidualis zero.

Theplotsof representatie simulationgor thethreealgorithmsandthe HIGH-
ELASTICITY case(figures6 to 8) consistof threesubfiguresach.Thefirst sub-
figure givesthe populationaverageof the quantitiesof eachgood. This subfigure
only senesasanillustration. Thesecondubfiguregivestheaveragebudgetresid-
ual pr. The third subfigureis a plot of the mamginal utility perdollar for eachof
thethreegoods.

A closerlook at the figuresconfirmsthe resultsof the FIXPRICE case.The
electionalgorithmperformsbest. Marginal utilities per Dollar seemto corverge
completelywhile the budgetresidualvanishes.The preselectioralgorithmgen-
eratesslightly worseresults. While the budgetresidualfluctuatesaroundzero,
mauginal utilities per Dollar becomesimilar but not equal. The canonicalalgo-
rithm performsworst. Marginal utilities per Dollar becomesimilar, but thebudget
is neverfully spent.
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4.3 flexible prices, low elasticity

Thethird casen focus,flexible priceswith alow elasticityof supply causesgjuite
differentresults.It canbe seenthatthe canonicalklgorithmdoesnotreacha sen-
sible outcome. The budgetconstraineds never met while maiginal utilities per
Dollar never get closeto eachother In the LOWELASTICITY case,a sensi-

ble consumerchoicecannotbe learnedby useof the simplecanonicalalgorithm
learningrules.
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t t

(a) quantities (b) budgetresidual

t

(c) mamginal utility perDollar

Figure9: CanonicalAlgorithm — Low Elasticity of Supply

Evenworseis theresultfor the electionalgorithm. In eachof the simulations
for this case with only oneexplicitly shavn in this paper the modelcollapsed.
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Election leadsto totally unrealisticcasesof violation of the budgetconstraint
while mamginal utilities per Dollar do not corverge at all. For the caseof flexi-
ble pricesanda low elasticityof supply electionis far from leadingto ary kind
of sensibleconsumechoice.
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Figure10: ElectionAlgorithm — Low Elasticityof Supply

The only sensibleresultsare achieved by the preselectioralgorithm, which
causeshe maminal utilities perDollar to becomeat leastslightly similar to each
otherwhile the budgetconstraintis notviolatedtoo severely.
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4.4 Summary of Results

At this early stageof the paper the resultsare essentiallypasedon two sources:
The plots of the simulationsshavn abose and somestatistics,which are up to
now only basedn onerun of eachsimulationonly. Thestatisticscanbefoundin
AppendixA.

Concerninghe budgetconstrainit canbefound,thatit seemgo berelatively
easyto learnnotto violateit. For the FIXPRICE caseaswell asfor HHGHELAS-
TICITY, the canonicaklgorithmresultsin stateswvhich aresignificantlypositive,
while electionis significantlyvery closeto zeroandpreselections even signifi-
cantlyequalto zero.

For the choiceof the correctquantity or the bestmaiginal utility per Dollar,
for FIXPRICEandHIGHELASTICITY, theresultsfrom the plotsdo notlook too
bad,but from the statisticst canbefound,thatsignificancesrequite poor. From
thethreedifferentalgorithms the canonicalbneshaws the highestdegreeof fluc-
tuations(i.e. the highestvariance)andconsequentlyhe highest(thoughstill very
poor) significanceof reachingthe optimal result, while electionproducesearly
no fluctuationsat all, resultingin the leastsignificanceof anoptimal outcome.

For LOWELASTICITY, only the preselectioralgorithmleadsto sensiblere-
sultsatall.

All in all, it seemsasif the preselectioralgorithmperformsbestoverall types
of economicsituations. This meansthata little memoryto the pastnotablyim-
proveslearningabilities.

5 Conclusions

5.1 The Influence of State Dependency

As a conclusionto be dravn from the simulationresultsit canbe found that it
seemdo be muchharderto learna sensibleconsumerchoicein a situationwith
low elasticityof supplythanin situationwith high (or eveninfinitely high) elas-
ticity.

The reasonfor this is the following. In eachturn of the algorithm (in each
marketperiod)the resultingmarketpricesandby that, the utility gained,reveal
someinformationto eachagent.Thisinformationis informationaboutthe quality
of herlastperiodconsumptiorplan. Ceterisparikbus, the planwasa goodplanif
utility is highandsothe planshouldnot bechangedoo muchfor thenext period.
If, onthecontrary utility wasnotvery high,the planobviously wasabadoneand

20



thus shouldbe changed. Unfortunately this argumentis only a ceteris—paribs
argument. The informationrevealedactually consistsof two partswhich cannot
be distinguished.Surely the informationis informationaboutthe quality of the

agentsplan. But it is only informationaboutthe quality of theagents planin the

contet of the plansof all otheragentsin the population. This meansthatfrom

periodto periodthe quality of anagents plancanbe changeckitherby a change
in the planitself or by a changein the plansof the restof the population. While

therecertainlyis a directimpactof the agenton her economicsuccessthereis

alsoanindirectimpactcausedy therestof the population.This indirectimpact
hasoftenbeencalledstatedependencyf agentsfitness.

Statedependeng canbe found to causenoisein the part of the information
thatvaluablefor theagent,.e. theinformationaboutthe quality of herplan. The
strongerthe statedependeng the strongeris the noise,the lessvaluableis the
informationto the agent,andthusthe more complicateds the consumptiorde-
cision. Thusit shouldbe shovn that lesselasticity of supply meansmore state
dependengin the problemof consumechoicein orderto give areasonwhy less
elasticityseemso the complicateproblem.

It canbe showvn thatthe gradientmy of therespectre supplyfunction(7) is a
measuref statedependeng A sketchof theargumentunsasfollows: Theutility
functiorf (1) canbe rewritten asintegratingthe budgetconstrain(2)®, usinggi m
asanumeraireyielding

\/i =V (qi,17 Gi,2;---,0im-1, Ma P1, P2, ..., pm) : (20)

A changen utility canbewrittenas

oV oM D oV
dvi = —dgik+=—dM+ Y — dpx. 21
: 2. Gk G+ 307 k;apk Pk (21)
N———’ N———’
directeffect indirecteffect

Fromthis, it canberecognizedhata changein anagents utility canbe caused
by two effects,by thedirecteffectof theagentchangingherquantitiesandby the
indirecteffectof achangen prices.

8For notationalconveniencethe periodindex t is omitted.

9An importantprerequisitefor this is the constraintbeingan equation. As mostof the sim-
ulationsin fact do resultin a situationwherethe budgetis fully spent,for (2), equalityis being
assumed.
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Theinterestingaspecis the changeof the prices.From(7) it canbededuced
thata changdn the priceof goodk is

0|pk—za qjk—mkz dqj k- (22)

It canthusbe seenthata changean the price of agoodis causedoy a change
in thedemandor this goodof oneor moreof theagents.
A changen utility becomes

m-1 av. Vi ov
Za ] dM+Z ak”kqulk - (23
_\,—/

directeffect indirecteffect

Abbreviating the direct effect asD andthe changeof aggreyatedemandfor
goodk, y'_; dgj x asd Qy, (23) canbesimplified:

m—1 6\/. 6\/. m oV, |
qi d M + —d ) 24
- 3 > (m ( = da (24)
\_.\,_/
directeffect indirecteffect

Focusingon the indirect effect, it is now easyto seethat for eachmarketk,
it is the parametemny thatdecideshe impactof the indirecteffect on an agents
utility .

If, for example,my = 0, thereis noindirecteffectatall. Only theagentherself
hasan influenceon her utility. In otherwords: For mg = 0, thereis no state
dependengc Notice, that this caseis the caseof fixed prices, which leadsto
relatively goodresultsfor all threetypesof algorithms.

If, onthecontrary my is very high, thereis alsoalarge influenceof all other
agenton eachagents utility. Thisis the caseof high statedependeng Thiscase
is equalto the caseof flexible pricesandlow elasticity of supply In this case,
dueto the high degreeof statedependenyg the noisein theinformationcauseds
strongandconsequentlyhelearningresultsarerelatively bad.

Summarizingthe higherm (i.e. the lower elasticity of supply),the higheris
theimpactof statedependengcon the changeof eachagents utility. This makes
it harderfor an agentto recognizethe impactof her own consumeiplanon her
economicsuccessvhichin turnmakest harderto learna sensiblesolutionto the
consumechoiceproblem.

22



5.2 The Influence of Differ ent Learning Schemes
5.2.1 Election and the Conceptof Potential Fitness

Thealgorithmusingtheelectionoperatorseemso performvery goodin the FIX-
PRICEandin theHIGHELASTICITY caseswhereasn the LOWELASTICITY
caseperformancas extremelypoor. In orderto find out the reasondor this be-
havior, it is appropriateo recallthe centralworking principle of election.During
election,two agentsmeetandjointly try to find a new stratg)y. They do this by,
amongothers calculatinga socalledpotentialfitnessfor thenewly createdstrate-
gies,which shouldhelpto find outwhich strategy is the bestone. Thecalculation
of potentialfitnessrequiresthe knowledgeaboutall theinfluenceson future eco-
nomic succes®f the new stratgies. As it is impossibleto know aboutall these
influencesall theseinfluencesareassumedo be unchangedaincethe lastperiod
of time.

This meansthatthe conceptof potentialfitnessis basicallya concepiof ‘ce-
teris paribus’ fitness: An agentcalculateghe potentialfitnessof her stratgy as-
sumingall the otheragentswill not changeheir behaior. Thismeanghatagent
i, while finding potentialfitness,assumeshatddjxy =0Vi={1,...n}, i # j. In
otherwords,mostof theindirectinfluenceon actualfitnessis negglected.This, of
causejs absolutelycorrectfor situationswithout statedependeny like the FIX-
PRICEcaseandthisis still quite goodfor low degreesof statedependenglike
in the HIGHELASTICITY case.But, the moreimportantthe indirect effect, the
more severe becomeghe differencebetweenactualfitnessand potentialfitness.
In situationswith high statedependeng e.g.in theLOWELASTICITY casethis
may leadto systematicallywrongstratgy choicesascanbe seenfrom thesimu-
lation resultsin figure 10.

5.2.2 Preselection

In contrastto election, preselectioris not the end of the learningprocessin a
period,but the beginning. Whereasn the processf election,the strategy result-
ing from the electionprocesss the oneto be appliedin the market,the stratgy
resultingfrom preselections subjectto learningby communicationcross@er)
and experiment(mutation),beforeit is usedat the market. This meansthatin
situationswith only little statedependeng preselection- like election— hasthe
adwantageof chosingbetweentwo stratgies (the all time bestand last stratgy
usedlastperiod),but the ‘pure’ resultof the preselectiorprocessanbe slightly
changedduring the following two learningsteps,which may be a disadwantage.
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But, thesefollowing two learningstepsbecomethe greatadvantageof preselec-
tion in situationswith high degreesof statedependenec This meansthatdifferent
from electionlearning,preselectioriearningdoesnot get stuckin stratgjiesthat
aresuccessfubnly dueto potentialbut not to actualfitness,but canstill change
thepreselectedtratgy in eachperiod.

6 Summary

The paperemploysthree different learning algorithmsin order to find out, if
boundedlyrationalagentscanlearnto choosethe optimal consumptiorbundle.
In the model, the problemis complicatedby allowing for flexible pricesandal-
lowing for violation of the budgetconstraint.

It canbe foundthatit is relatively easyto learnnot to breakthe budgetcon-
straint, but thatit seemto be quite complicatedto find the optimal consumption
bundle.Simulationresultsshawv thatthe problembecomesvenworseif the elas-
ticity of supplydecreasesilt is shaovn thata decreasén the elasticity of supply
meansan increasen the degreeof statedependeng For sometypesof algo-
rithm, statedependengc works like an external effect: Agentsdo notincludeit
into their calculationdor their future stratey, thusbeingbadly mistakenin each
futureperiodof time.

Canboundedlyrationalagentdearnthe optimal consumerchoice? — They
can,if the problemis not too complicated.And they do even betterif they have
somememoryof the past.

This is all of the messagehis papercangive, but at leastthis seemgo be a
betterstoryto tell thefirst yearstudentsf they askagain. ..

A Data

The following tablesshav datafrom onerandomlychosersimulationeach. All
simulationswere run for 1000 periodswith a populationsize of n=500. The
datacontainsnformationaboutrounds501to 1 000to eliminatepossiblestartup
effectsof thealgorithms.
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FIXPRICE

Thet-valuesareteststatisticsof anapproximateGaussests® for g; = 20, g =

30,03 = 50andp = 0, respecitrely.

Canonical| Election Preselection
1 Mean| 20.2484 | 20.0492 20.2077
Var. | 0.515554 | 0.000617538| 0.0153379
t 7.73661 | 44.2923 37.4965
g2 Mean| 30.8866 | 30.0306 29.9948
Var. 1.36406 | 0.00149178 | 0.00520296
t -186.699 | -5760.89 -3035.61
0z Mean| 47.4426 | 49.9195 49.7968
Var. 1.33563 | 0.00358468 | 0.00447201
t -575.641 | -11185.8 -9961.81
p Mean| 1.4224 0.000674724| 0.000770113
Var. | 0.453434 | 3.88333E(-7) | 0.000613616
t 47.2334 | 24.2108 0.69517

HIGHELASTICITY

Thet-valueis a teststatisticof an approximateGaussestfor p = 0, the values
t12, t13, andty3 areteststatisticsof approximateGausgestfor MU; /$ = MU,/ $,

MU;/$ = MU3z/$ andMU,/$ = MU3/$, respectiely.

Canonical Election Preselection
MU1/$ Mean| 0.178931 0.185862 0.189568
Var. | 0.0000532438 8.59688E(-7) | 7.43989E(-6)
MU,/$ Mean| 0.178914 0.183026 0.181765
Var. | 0.0000914054 2.21833E(-7) | 3.54032E(-6)
MU3/$ Mean| 0.196372 0.184637 0.183881
Var. | 0.0000684217 2.27176E(-7) | 6.94431E(-7)
t1o 0.0316065 60.9781 52.6552
t13 -35.3568 26.2744 44,5869
to3 -30.8784 -53.7592 -22.9925
p Mean | 4.1415 0.0108742 -0.0000875281
Var. | 0.63692 0.0000392457 0.00494539
t 116.038 38.8137 -0.0278312

10Thisis a t—testfor large populations.
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LOWELASTICITY

Canonical Election Preselection
MU1/$ Mean| 0.00531371 | 0.000225087 0.00901293
Var. 3.19915E(-7) | O 2.0274E(-7)
MU,/$ Mean| 0.00768015 | 0.00624466 | 0.00837344
Var. | 6.2859E(-7) | O 9.85724E(-8)
MU3/$ Mean| 0.0131581 0.00156332 | 0.0080648
Var. 1.04098E(-6) | O 4.02153E(-8)
t12 -54.3326 26.0501
f13 -150.36 43.0121
to3 -94.7983 18.5254
P Mean| 13.3108 -5453.53 -0.538288
Var. 26.2627 0 4.07375
t 58.0792 -5.96352
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