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The idea of rationdity enters an econometrician’ swork in many ways, eg., in his
presuppaositions about sample populations, in his modd selections and data andyses, and in his
choice of projects. | shdl consder some of these ways and their ramifications for the

econometrician’s own life and for the development of econometrics.

| beginin the first two sections of the paper with adiscussion of rationdity that | have found
in the writings of Arigtotle and other leading philosophers. My am hereisto establish the
characterigtics that we in good faith can expect rationad members of a sample population to possess.
The characterigtics with which | end up have no definite meaning. Instead they are like undefined
terms in mathemétics that an econometrician can interpret in ways that suit the purposes of his
research and seem gppropriate for the population heis studying. When interpreted, the pertinent
characterigtics of the rationa members of a given population become hypotheses whose empirica
relevance must be tested.

To emphasize the undefined aspect of the characterigtics that condtitute my idea of rationdity,
| designate arationd individua by the term 'rationd animad.’ As such my 'rationd animd’ shares
many of the characteristics of Thomas Paine's ‘common man' and of John Stuart Mill’ s ‘'economic
man." My 'rational animal’ also looks like Donald Davidson's 'rational animal’ whose rationality
congstsinit having al sorts of propogitiond attitudes  (cf. Davidson, 1982). Whether my 'rationa
animd,' like Davidson's, does have the use of language is a question that | do not raise. However, dl
the populations that | have in mind have the use of some kind of language. Findly, the fact that the
empirica relevance of agiven interpreted verson of my ‘rationa anima’ cannot be taken for granted,



accords with Hempd's ind stance that the assumption that man isrationd is an empirica hypothess

(cf. Hempdl, 1962, p.5).

Donad McClaoskey has written an interesting and enjoyable book about The Rhetoric of
Economics. On pp. 83-86 in his book he discusses a paragraph from one of Robert Solow's many
semind articles, (Solow 1957), and chides Solow for making use of the four master tropes of literary
form, metaphor, metanymy, synecdoche, and irony. 'lrony,' the most sophisticated of these
master tropes, is a work dready in the first sentence of the paragraph: "In this day of rationdly
designed econometric studies and super input-output tables, it takes something more than the usua
‘willing suspension of disbdlief' to talk serioudy of the aggreagate production function...”

Supposedly, Solow is bowing ironicaly to rationaly designed econometric sudies. He aswell as
part of his audience knew well that their rationdity was in doubt.

| am not sophisticated enough to recognize the absurdity of Solow's reference to 'rationally
designed econometric studies.’ Instead of being ironic | believe that Solow had in mind the kind of
econometrics that he himsdf so ingenioudy displayed in the remainder of hisarticle. So, for better or
worse, in sections three and four of my paper | walk adong the path that Solow was waking in his
aticle and give an interpretation of 'rationaly designed econometric sudies that | think Solow in
1957 would have liked.

In rationaly designed econometric studies the interpretation of a'rationd animd' that seems
appropriate for agiven study is usualy an interpretation that the pertinent econometrician extracts
from various economic theories. | take aclose look at some of these interpretations in section three
of the paper and discuss their empirica rdevance. The interpretations of particular interest concern
consumer choice under certainty, choice under risky and uncertain conditions, and choicein game-
theoretic Stuations. These interpretations agppear in various representations in the ways
econometricians moded rationdity. | cannot discussdl such modes. So in section four | limit the
discussion to microeconometric models of consumer choice and macroeconometric retiona
expectations modds. All the models | consider appear in good examples of rationaly designed

econometric studies.



Thomas Kuhn and Imre Lakatos have proposed two thought provoking modes of the
historical development of scientific endeavors. Kuhn envisions science as afidd of various ‘norma
sciences in which researchers are solving puzzles that one or more past scientific achievements have
supplied (Kuhn, 1970, pp. 10-11 and 35-36). Lakatos views science as afield of all sorts of
scientific research programmes in which researchers are seeking way's to extend the positive heurigtic
of the programme (Lakatos, 1978, pp. 47-52). In agiven ‘norma science’ researchers “are
committed to the same rules and standards for scientific practice” Also they do not “normally am to
invent new theories, and they are often intolerant of those invented by others’ (Kuhn, 1970, pp. 11
and 24). In a scientific research program the scientist builds his models in accordance with
prescriptions that are articulated in the positive heurigtic of his programme. “He ignores actual
counter examples’...” in the hope that they will turn, in due course, into corroborations of the
programme” (Lakatos, 1978, pp.50 and 52). Neither Kuhn nor Lakatos deliberates about the
moatives that guide a scientist in his choice of puzzles and positive heuridtics. Also, they havelittle to
say about the socid aspects involved in the writing of scientific reports.

In the last two sections of the paper | consder the two lacunasin Kuhn's and Lakatos
theories, and see how econometricians go about solving puzzles and extending positive heurigtics.
Specificaly, | discuss, firgt, the considerations that guide an econometrician in his choice of research
projects. Then, | argue about the determinants of rationa choicein modd sdection. Since Kuhn
and Lakatos are primarily concerned with the choices of scientists in the hard sciences, theideas |
present here differ from theirs. These ideas might d o differ from those of the average
econometrician, snce he might not agree with the econometric methodology in which | believe (cf..
Stigum, 1995). Findly, | consider the politics of writing research reports. The contents of these
sections concern aspects of an econometrician’ srationa choice that are relevant for the orderly
development of econometrics. | hope, therefore, that the reader will find my views interesting

enough to warrant discussion.

I. A Philosopher's Concept of Rationality



One of the many socialy congtructed factsthat | have learned to accept, indsts that a human
being isarational animal. Philosophers, usualy without proper reference, attribute this assertion
to Arigtotle. | shal begin my search for a suitable concept of rationality for econometrics by
delineating Aridotlesideaof arationa anima. My main sources are trandations of and

philosophical commentaries to Aristotl€'s treatises, De Animaand the Nicomachean Ethics?

1.1 Rational Animals

Arigotle had a smple scheme for classfying dementsin the physicad world. There were two
relms, the inorganic world and the organic world. All living things and no others belonged to the
organic world. Arigotle arranged the living things in turn into three life classes according to thelr
possession of various badc faculties. Vegetable life congsted of dl living things that had just two
faculties, the powers of nutrition and reproduction. Animd life conssted of dl living things that had
the powers of nutrition and reproduction and the sensation of touch. Findly, human life conssted of
al living things that had the powers of nutrition and reproduction, the sensation of touch, and the
faculty of deliberative imagination.

For our purposesit isimportant to keep in mind the role of touch and deliberative
imagination in Arigtotles characterization of animd life and human life. Arigotle dlowed that animds
may have many sensations in addition to touch. However, touch was to him "the only sense, the
deprivation of which necessitates the death of animds. For neither [wag] it possible for anything that
isnot an animd to have this sense, nor [wag] it necessary for anything thet is an animd to have any
sense beyond it" (Arigtotle, de Anima, p. 143). Consequently, an animd was aliving thing that had
the sensation of touch and the faculties of amember of vegetable life.

The case of ddliberative imagination isabit more involved. According to Aristotle,
imagination was the faculty of mind by which an animd formsimages of things thet are not present to
the senses or within the actud experience of the animd involved. As such imagination was not
sensation dthough an anima could not have imagination without having the faculty of sensation.
Arigtotle conceived of two kinds of imagination, imagination derived from sensation and deliberative



imagination. Sengtive imagination, he dlaimed, "[was] found in the lower animas but ddiberetive
imagination [was] found only in those animals which [were] endowed with reason” (de Anima, Book
11, Chapter XI). Also ananimd could not have the power of reason without having imagination.
Since none of the lower animas had reason, it follows thet the higher animals; i.e,, the human beings
had to be animas with the power of ddiberative imagination.

A rationd anima is more than an anima with deliberative imagination. Hereiswhy. It was
the case that an animd with ddliberative imagination had the faculty of reason, and an animd with
reason had the faculty of ddiberative imagination. To ddiberate means to weigh dternatives, and that
isan act of reason. Therefore, it was the case that an anima with the faculty of deliberative
imagination and the power of reason would dso have the ability to form opinions. Findly, it wasthe
case that an animad could not have the ability to form opinions without having the faculty of
deliberative imagination (de Anima, Book 111, Chapter [11). But if that is so, we may claim that a
human being is an anima with the faculties of deliberative imagination, opinion, and reason.
Consequently, if ahuman being isarationa anima, we may adopt the following characterization of
rationd animals

An animal is rational if an only if it has deliberative

imagination and is able to opine and reason.

I.2 Ddiberative Imagination, Opinion, and Reason

| believe that the preceding assartion gives an adequate rendition of Aristotle's idea of
rational animas. However, to get agood idea of what it means for an animal to be rationd, we

must take a closer look at the meanings of ddliberative imagination, opinion, and reason.

To methe three terms, ddliberative imagination, opinion, and reason are like undefined terms
in mathematics. They have no definite agreed-upon meaning. Instead their meanings are culturdly
determined and vary over individuas as well as over groups of individuds. Hereiswhat | havein
mind.



The wedth of images that an individua can create with his deliberative imagination depends
on many things. It depends on the physica and mental sensations that he has experienced: eg., the
places he has visited and the persons he has met.. It dso depends on his schooling and his abilities
and inclinations. Findly, it depends on the culturd traditions with which he grew up. A Cdifornian
might dream of UFOstraversing the sky, and a Norwegian youngster might fantasize about trolls
and seductive maidens with long tails roaming a nearby forest at night.

Individuas have dl sorts of opinions. Some opinions pertain to persond lives. They
determine likes and didikes of things and ideas and proper attitudes to fellow men.. Other opinions
pertain to the society in which the individuasin question live. They may concern the gppropriateness
of cusoms, eg.., the circumcision of women, and the ussfulness of various structural aspects, eg.,
the palitica independence of a centrd bank. Still other opinions pertain to the vdidity of theories and
socidly congtructed facts. They may concern the power of ghogts and the right of biologigts to
produce clones of human beings. Opinions may vary in surprisng ways over individuas as witnessed
in the next example.

E.1 Inher book, In a Different Voice, Carol Gilligan theorizes about differencesin the character
development of men and women. One of the experiments she describesis relevant for us.

A psychiatrist tellstwo eleven-year-old children, aboy and agirl, asad story. Al and Liz are happily
married. Lizissick and will die unless she gets amedicament, C. Al has no money to buy C and the nearest
druggist refusesto giveit to him. That presents Al with two options, steal C to save hiswife'slife or watch his
wifedie. What should he do?

The boy arguesthat Al ought to steal C since the druggist'sloss of C would be minor relative hisgain from
Csaving Liz'slife. He aso suggeststhat, if Al were caught, he would receive alight sentence, since the judge
would agree that Al did the right thing.

Thegirl insiststhat it is not right that a person should dieif her life could be saved. Still Al ought not to
steal C. Instead he should try to persuade the druggist to give him C and promise to pay him back later.

Gilligan recants that the boy in the experiment actually preferred English to math and that the girl aspired to
become a scientist. Still, the boy relied on conventions of logic to resolve the dilemma, assuming that most
people would agree to these conventions. The girl relied on aprocess of communication to find a solution to the

dilemma, assuming that most people will respond to areasonable pleafor help (cf. Gilligan, pp. 24-32).

It isinteresting here that Aristotle ingsted that a person could not have an opinion without
believing in what he opined. Hence, opinion was followed by belief. In fact, "every opinion [was|



followed by belief, as bdief [wag] followed by persuasion, and persuasion by reason” (de Anima, p.
108). Persuasion concerns al matters on which an individual might have an opinion. It occursin
familiar places, eg., & home, in class rooms and lecture halls, and in day-to-day interactions with
friends and acquaintances. We experienceit in different forms; e.g., as gentle parenta coaxing, as
socidly congtructed facts in books and newspapers, and as results of heated discussons. The beliefs
we acquirein thisway may be well founded or just fixed ideas as evidenced in E.2, where |
paraphrase an observation of E.E. Evans-Pritchard.?

E.2 | have no particular knowledge of meteorology. Still | will insist that rain is dueto natural causes. This
belief of mineis not based on observation and inference. Itispart of my cultural heritage. A savage might
believe that, under suitable natural and ritual conditions, the appropriate magic can inducerain. Hisbelief will
also not be based on observation and inference. It forms part of his cultural heritage, and he has adopted it
simply by being borneintoit. Both heand | are thinking in patterns of thought that the societiesin which welive

have provided for us.

To Arigtotle reason was the instrument by which a person thinks and forms conceptions.
Reason could be passve or active. The passive reason in an infant was pure potentidity. Ina
learned person the passive reason became the capacity of thinking itself (de Anima, Book |11,
Chapter 1V). The active reason was reason activated by desire. Depending on the pertinent object
of desire the active reason would result in choice of action or judgment concerning truth and
fasehood or what isright or wrong. The reasoning involved wastrue if it was logical and based on
premisesthat either were true by necessity or accepted as true by thewise. Also, the desire was
right if it reflected an gppetition for agood end. The choices and the judgments concerning right or
wrong were good if they resulted from true reasoning and a right desire. The judgments concerning
truth and falsehood were good if they were logical consequences of premises that were true by

necessity.

The vdidity of necessary truths and the well-foundedness of premises that the wise have
accepted are often questionable. Besides, some of the premises of the wise may reflect attitudes that

we cannot condone. Here are afew examplesto illustrate what | have in mind.



Congder the law of the excluded middle. Aristotle believed that the law was true by
necessity, and most mathematicians today agree with him. The Dutch intuitionists (DI), however,
think differently. They ingst that a declarative sentence denotes truth or falsehood according asit, or
its negation, can be verified. If neither the sentence nor its negation is verifiable, the sentenceis

neither true nor fase. Here are two casesin point:

(1) There are three consecutive 7 in the decimal expansion of p, and

(2) There areintegers of which nobody ever will have thought.

At present the truth vaue of the firgt sentence is unknown, and it is conceivable that no human being
will ever determineit. Satisfying the predicated relation in the second sentence involves a
contradiction, and determination of its fasehood isinconcelvable. According to the DI these

sentences are a present neither true nor false,

Smilarly, the well-foundedness of premises that the wise have accepted is often uncertain.
We seethat in the way scientific knowledge changes over time. For example, Aristotle believed that
water was one of five basic substances that could combine with other substancesto form
compounds but could not be broken down to smpler substances. Hisideawas dispelled when H.
Cavendish in 1775 succeeded in showing that hydrogen and oxygen combined to form water. We
aso seeitin higtorical records describing dire consequences of government policies that were based
on defunct economic theories. One recent example is from Peru.. There the changesin land
ownership that the military junta carried out between 1968 and 1980 had a disastrous effect on farm
output. The military and their US advisers based their policies on the economic theory of labor
managed firms, atheory that had next to no empirica relevance under Peruvian conditions. The
Peruvian farm laborers did not have the knowledge nor the ability to acquire the knowledge of how

to manage large farms.

Findly, some of the premises that the wise accept, may reflect attitudes that we cannot
condone. One exampleisthe maxim that the end always justifies the means. When other
arguments fail, governments use this maxim to judtify dl sorts of interventions. One exampleisfrom

the nineteen nineties 'Bank Crids in Norway. To solve the crigis the labor government assumed



ownership of the three largest Norwegian banks. Asfar as| can tell, there was no good economic
reason why the take-overs were necessary. Besides, the government's handling of the case
displayed a shocking disregard for the individud citizen in its refusng to compensate the
stockholders. The Russian 1956- and 1968- massacres of innocent people in Hungary and
Czechodovakia provide us with a different example. In private conversations, an internationaly
known scientist: i.e,, avery wise man, told me that the Russans  vison of Eastern Europeansliving in

bliss under communism judtified the arocities

Now the upshot as far Aristotle's active reason goes. If necessary truths might be invalid,
and if the judgments of the wise may be questioned, then true reason and right desire cannot be well
determined. They must vary with the culture in which an individua has been brought up, and they are
likely to vary with individuds in one and the same community. But if thet is S0, then Aridotl€s active
reason is like an undefined term with no definite meaning. This indefiniteness faces us everywhere
and a dl times. We become acutely aware of it when we meet people and experience eventsin red
life or in books and newspapers that we cannot understand. The associated problems may concern
family relaions or the increasing violence in the streets. They may dso concern aspects of human
rights or just the sensdless wars on the Balkans. Findly, they may concern the disparate premises of
the religions that provide people with standards of right and wrong. The next example describes an
important case in point.

E.3 Thequestionis: Should a doctor be allowed to help a mortally sick patient die
prematurely? In Norway the Church and the Law say no. However, many influential people say yes and argue
strongly for changing the Law accordingly.

In 1996 aforty-five-year old person, mortally sick with multiple sclerosis, asked her doctor to help her die.
The doctor agreed and gave her an overdose of morphine. Later, the doctor asked the Courtsto try him for
murder. He was hoping that the trial would start the process of changing the Law so that active death help under
strict provisions would be allowed

Asthefirst of itskind, the caseis currently going through the court system in Norway. The lower court
found the doctor guilty of premeditated manslaughter, but refused to punish him. Both the doctor and the
prosecutor appeal ed the verdict to a higher court. Inthe higher court the jury found him not guilty of
manslaughter. The judges, however, insisted that the doctor was guilty and overruled the jury. That meant that
the same court must convene with different judges and try the case anew. Knowledgeable people believe that the

case will end in the Supreme Court and be decided for good there.
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I.3 Universality, Necessity, and Rules

The preceding discussion left us with avagueidea of arationa anima. We found out thet a
rationa anima was an animd with ddiberative imagination, beliefs, opinions, and reason. We dso
noticed that the four characteridtic festures of rational animals were to be likened to undefined terms
in mathematics that have no definite meaning. The same must be the case for Arigtotl€sidea of
rational animas. Hence, if we accept Aristotle's ideas, we should expect to meet dl sorts of rationd
animds. That isnot disconcerting Snce the people we meet in life are dl so different.

There are three aspects of Aristotl€sidea of rationd animasthat are driking. Hisnotion of a
rationd animad isuniversd in the sense that it characterizes dl human beings, be they atheigs or
priests, ignoramuses or scholars, or just infants or grown-ups.  Also, heingsts that the choices and
judgements of rationa animals are good choices and judgements only if they, in accordance with the
rules of logic, follow by necessity from proper premises and right desires. In our search for a
concept of rationality for econometrics, we shall look for a concept that share these two
characterigics of Arigtotlesidea of rationdity. Hence we shdl indst that a rational personisan
animal with deliberative imagination, beliefs, opinions, and reason. Also rational choices and
judgements are good choices and judgements that, in accordance with the rules of logic,

follow by necessity from proper premises and right desires.

Sincerationa choices and judgements are to be good choices and judgements, afew
remarks concerning Aristotle's idea of the 'good' are called for. To Aristotle the 'good' was thet at
which every art and inquiry and every action and pursuit am. Also the 'good' was something that
people search for its own sake. Findly, the 'good' was an activity of the soul in accordance with
mora and intellectud virtue. This extraordinary good Arigtotle identified with happiness
(Nicomachean Ethics, pp. 1-24).

Most people associate living wel and faring well with being happy. Y &, different persons
are likely to differ considerably in their ideas asto what happiness actudly is. A sck person may
identify happiness with heglth and a poor person may associate it with wedth. Smilarly, ayoungster
may associate happiness with plessure, and a politician may identify it with honor. They aredl
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wrong. In Aristotl€'s vocabulary hedth, wedth, pleasure and honor were not different aspects of the
'good.’ Instead they were meansin the pursuit of the 'good’ which Aristotle designated by happiness.

According to Arigtotle, happiness was an activity of the soul in accordance with perfect
virtue. Also, avirtue was a state of character. Virtues camein two forms. Onewas mord. The
other was intdllectud. Individuas acquired mord virtues by habit. For example, they became just
by carrying out just acts and brave by performing brave acts.  Similarly, persons developped
intellectud virtuesin schoolsand through individud studies. For example, they acquired
philosophica wisdom from intuitive reasoning and scientific research. They acquired practicd
wisdom by developing a true and reasoned capacity to act with regard to the things that are good or
bad for man. Thus a person acquired virtues by habit and practice. 1n the process the person aso
learned to gppreciate the virtuous and to enjoy the happinessit brought him.

What is virtuous in one society need not be virtuous in another. Also what one wise person
consders virtuous another may dispute. In the Nichomachean Ethics Aristotle ingsted that truly
virtuous persons would, in dl stuations that involve choice and mora judgements, adhere to the so-
cdled Doctrine of the Golden Mean. In such Stuations "excess [was] aform of failure, and so [was]
defect, while the intermediate [was] praised and [was] aform of success; and being praised and
being successful [were] both characteridtics of virtue" Thus virtue was kind of amean. For example,
courage was a mean between fear and confidence and pride was a mean between dishonor and
honor (Nichomachean Ethics, pp. 38-41). Inter-esting aspects of this doctrine have a good hold on
the minds of many of my fellow citizensin Norway. There children grow up with the ideathat it is
not virtuous to show off. The school system is designed so that poor students may survive, average
students may do well, and bright students have little or no opportunity to perform according to their
abilities. And the solidarity principle, which underlies the income-distribution policy of the

government, ensures that disposable income does not vary too much over a huge mgority of the

population.

Arigotles Doctrine of the Golden Mean will not play arole in my search for a useful concept
of rationdity in econometrics. However, asthe examples from Norway indicate, | cannot ignore the

fact that rules and regulations that emanate from lawmeakers and other authorities have a determining
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influence on what the average citizen condders virtuous. To the extent that these rules and
regulations reflect agpects of Aristotle's doctrine, the doctrine will form a part of my idea of what
condtitutes rational conduct and judgement

Il Universality, Proper Premises, and Right Desires

Rationa animals live and function in the socid redlity we described in Chapter 2. We know
that they are dikein having deliberative imagination, beliefs, opinions, and reason. In this section we
shdl seeif they are dikein other respects aswell. To find out, we look for answersto three
quedtions. Isit true that two different rationa animasin a given choice stuation necessarily will make
the same choices? If they happen to make different choices, what are the chances that we may
persuade one of them to change hisor her choice? Findly, isit likely that two individuas from one
and the same society will act and make judgments on the basis of premisesthat dl the members of

their society accept?

I1.1 Rational Animalsin Choice Situations

We go through life experiencing al sorts of Stuationsin which we are called upon to make a
choice. Some times the number of aternatives we faceis smdl. It isfor Norwegian parents when
their children come of age and must attend primary school. There are many public schools and just
afew private schools. Most parents send their children to a public school in their neighborhood.
Other times the number of dternatives we face is consderable. It isfor the unfortunate person who
must acquire anew car. There are many different car makes. Each make comesin many different
models, and every modd has any number of representatives from which the person may choose.
Findly, there are times when the number of dternativesis hard to fathom. It isfor the young man
who must choose an educetion for access to alife-long stream of income that will enable him to
satisfy hisvarious future needs. He can decide to start his education now or wait ayear. If he waits
ayear, he can take a parttime job and devote lots of time to his favorite hobbies and leisure

activities. He can dso take afull-time job and save money to pay for his education.
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Two rationd animasin one and the same choice Stuation are unlikely to be dikein dl
pertinent matters. A second look at the choice situations | described above will bear witness to that.
In the choice of school for achild the abilities and character of the child are pertinent matters. So
are a0 the upbringing of the parents, their visons for the future of the child, and the roles they play
in the neighborhood in which they live. In the choice of anew car the buyer's budget condraint, his
knowledge of cars, and the purposes for which he needs a car are pertinent matters. So are adso the
time the buyer has dlotted to searching for anew car, the supply of carsin his neighborhood, and his
ideas asto the kind of car he ought to be driving. 1n the choice of career the number of pertinent
meatters are as numerous as the dternatives the young man faces. A few of them are his character
and upbringing, his abilities and good hedlth, and the financid condraints he is confronting. So adso
are the avallability and cogts of schooling, the current employment Stuation, and his visions of
opportunities and the kind of life he wantsto live,

We arelooking for a concept of rationality according to which rationa choices follow by
necessity from proper premises and the use of rules of logic. The preceding observations suggest
that there are only two reasonable ways to test whether the choices of rationd animads havethis
property: We can observe the actions of a given person in smilar choice Stuations, or we can
construct smple choice experiments in which a subject's impertinent attributes are stripped of
influence. | shal describe two such tests below.

If agiven rationd animd's choices follow by necessity from proper premises and the use of
rules of logic, we should expect that he in smilar choice Stuations dways will make the same choice.
In the following example we question such consstency of asngle rationd animal's choices.
Specificdly, the example describes away of testing the consistency of consumer choice of
commodity vectors. Thetest isone that Paul Samuel son suggested many years ago (cf. Samuelson
1950, pp. ).

E.4 Consider aconsumer, A, and suppose that in the price-income situation, (p°, 1°), A chooses the
commodity vector, X’. Suppose also that x"isan other commodity vector and that x* satisfies the inequality, p°
£ p®. Then A hasrevealed that he prefers x° to x*. Consequently, if A in some price-income situation, (p*, 1),
buys x', it must be the casethat p*x* < p*¥X.
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In this case the premises are threefold. Oneinsiststhat A has a consistent ordering of commodity
vectors. The other claimsthat A, in agiven price-income situation, always chooses the vector in his budget set
that he ranks the highest. The third prescribesthat A's ordering of commodity vectorsis such that there always
isjust one vector in a pertinent budget set that he will rank as the highest.

If A isrational in accordance with the concept of rationality that we are seeking, the conclusion: i.e., the
claim that the inequality, p'x' < p must hold, is valid with one very strong proviso: A's ordering of commodity

vectors when he chooses x* is the same as when he chose X°.

The proviso in E4 ishard to accept. A consumer's ordering of commodity vectorsislikey
to change over time for many reasons. 1t may change with the ages of family members or because
some family member develops aliking for a gpecia component of the commodity vector. The
ordering may aso change with the price-income expectations of the consumer. If the expectations at

(p*, 1" differ from those a (p°, 1°), Samuelson's test would be invalid.

Two-person non-cooperative game theory isfull of ideas for |aboratory experimentsin which
we can check whether two persons in one and the same choice stuation will make the same choices.

| describe one of themin E.5.

E.5 Consider two persons, A and B, who dislike each other enough so that they under no circumstances
would bewilling to communicate. A third person, C, has persuaded them to participate in agame of the following
sort: A and B areto choose one of two letters, a and b. If they both choose a (b), C will pay them both $ 100
($10). If A choosesa (b) and B choosesb (a), C will charge A $ 200 for the game and pay B $300 (pay A $300
and charge B $ 200 for the game). A (B) must make his choice without knowing which letter B (A) is choosing.
Both A and B know all the consequences of the game and have agreed to the rules of the game.

The game A and B will be playing isamodel of the game called "A Prisoner's Dilemma with payoff

matrix as shown below. All the entriesin the matrix denote so many dollars.

B's Strategies
a b
a 100,100 -200,300 A's
Strategies
b 300,-200 10,10

An equilibrium in game theory isaNash Equilibrium. It hasthe property that each player, once his opponent's
strategy has been revealed, is satisfied with his own choice of strategy. In the present game thereis one and only
one equilibrium. It prescribes that both A and B choose the letter b.
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In E.5 A and B gart out with the same premises and the same information. Also the payoff
matrix is symmetric in the sense that neither A nor B would have anything againgt exchanging names.
It ssems, therefore, that if A and B arerationd, according to any concept of rationdity that we may
seek, they must end up choosing the same letter. Game theorists ingst that the rationd thing for A
and Btodoistochooseb. Thisisso becauseb isthe only choice which A and B afterwards will
not regret having made. So far the idea of regret has played no part in our discussion of rationdity.
Hence a philosopher is il free to rgect the game theorists claim by arguing asfollows. A and B
are both rationd. Therefore, in the given choice situation they will choose the same etter. Being
rationd, A and B will figure out that they will choose the same letter. The best letter for them both is
a. Hencetherationd thing for A and B to do isto choose a (cf. Brown 1990, pp. 3-6).

It is one thing to argue what rationa people ought to do when facing a prisoner's dilemma
Another thing isto find out what people actudly do in such a choice Stuation. The evidence from
experimenta economicsismixed. In some casesthe pertinent pair choosesan a. In other casesthe
pair choosesab. In 4ill other cases one member of the pair chooses an a while the other member
choosesab. On the whole, there seemsto be more b samong the chosen lettersthan as. That is
not strange since choosing b is not just a Nash equilibrium drategy for the two players. Itisa
dominant strategy for both players. And, if that is not enough, it isaso amaxi-min strategy for
them. Towit: If A (or B) choosesa hemay loose  $ 200 ($ 200). If he chooses b, he might
receive $ 10 rather than $ 100.

The experiment in E.6 bears out the import of the preceding remarks. The experiment was
conceived of and carried out by Russel W. Cooper, Douglas V. DeJong, Robert Forsythe, and
Thomas W. Ross(cf. Cooper et d, 1991). Douglas Dedong provided me with the numbers | have
recorded in the table.

E.6 Consider aprisoner's-dilemma experiment in which we pair 42 subjects with each other in a sequence
of matchings By letting each subject encounter each other subject only once we can generate a sequence of
forty different matchings in which each matching contains twenty single-stage games. 1n 1991|Cooper et al.

carried out such an experiment. They recorded the following results:
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Matchings 1-5 6-10 11-15 16-20
Percentage of (a,a) pairs 17% 10% 7% 6%
Percentage of (b,b) pairs 32% 45% 57% 67%

Percentage of (a,b) and (b,a) pairs  51% 45% 36% 27%

1.2 Regretsand Rational Choice

We have seen that it is next to impossible to divine circumstances in red life in which we can
check whether rationa animalsin one and the same choice Stuation make the same choice. We
have as0 seen that in experimenta settings in which we would expect rationd animas to make the
same choice, they need not do 0. The last example suggests that when two individuasin a
prisoner's dilemma Stuation make different choices, one of them will have regrets and choose
differently the next time he is called upon to choose. That fact raises an interersting question:
Suppose that we have observed that a supposedly rationa person makes a choice that we consider
to be nonrationd. Will it be possible for us to persuade him to change his choice? We shdl try to

answer that question next.

Philosophers believe that it is an essential characterigtic of arationa person that he will be
willing to mend hisways if he finds out that he has erred in choice or conduct. | am not so sure. If
two rationa animasin the same choice stuation make different choices, one of three things must be
the case. Both individuas consider the consequences of their choices equivadent. One of them have
made alogica error. Or the two have made use of different logics. Inthefirst case it makes no
sense to ask one of the two individuals to mend hisways. In the other two cases the success of

persuason may depend on many factors some of which | shal indicate below.

First logicd errors. Logica errorsin our reasoning crop up in many Stuaions. Since alogica
error islike afase arithmetical caculation, we would expect that an erring person who discovers his
error will recaculate and change his choice. Whether he actudly will recdculate, however, may
depend on the Stuation. For example, a home a given person may misca culate the remaining
baance in his checking account and write a check too many. Then the bank will make sure that he
mends hisways. At work his search for solutions to a given problem may be based in part on

unfounded beliefs and flimsy evidence. What isworse, the arguments he employs may suffer fromiill
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specified a priori assumptions that are either ingpplicable in the circumstances he envisages or lead to
circular reasoning. If heis areasonable person, he probably would redo hisreasoning if he became
aware of such fdlacies. Findly, as aconsultant on the Sde, he may base his forecasts of future

bus ness conditions on assumptions that others might consder utterly unredigtic. Evenif these others

manage to convince him of that, he might not change his ways aslong as his forecasts are good.

Next different logics. It might at first sound impossible that in a given Stuation two persons
may choose differently because they make use of different logics. However, E.5 provides uswith a
good illugtration of such apossbility There A might argue as a game theorist and choose b while B
argues as a philosopher and choosesa. We might convince B that his logics was fdlacious.

However, it would be to no avail snce the rules of the game do not dlow him to change his Strategy.

There are many reasons why two supposedly rationa personsin a given choice Stuation
might make use of different logics. For example, their attitudes toward pertinent logica and
nonlogical premises may differ. So aso may their conceptions of the choice dternatives they face.
The posshility that decision makers make use of different logicsisimportant to econometrics.
Therefore, | shal give severd examples below that illustrate how it can happen.

When | compare the choice of two rationa animalsin a given choice Stuation, | presume that
the two start out with the same premises and face the same consequences of their actions. The
premises may ing<t that the two obey the laws of their society and adhere to a certain mord code.
For example, you shal not sted or cheat on taxes, and you shal not inflict wounds on other persons
willfully. The conseguences may include arecord of possble monetary gainsaswell asalist of
various pendties for breaking the law. If two persons premises and consequences are the same,
only different logics cause them to make different choices. Different logics may reflect different
attitudes toward the strictures of the law as well as different assgnment of probabilities to possble

gainsand losses. E.7 bears witnessto that.

E.7 In Norway many personsfind it to their advantage to sneak out of paying fares on trolleys and
busses. Thefaresare costly. Also, the chance of being caught sneaking is small, and the penalty when caught
islow. Finally, since there are no public records of who has been caught sneaking, the punishment for sneaking

amountsto only asmidgen more than the fine and aday of bad mood.
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The sneaking on trolleys and busses is extensive enough to make the companies that run them
concerned. A few years back the companies carried out a campaign in which they appealed to the moral attitudes
of their customers and asked them to mend their ways. The campaign had no appreciable effect. It seemed that
the only way to induce a sneaking person to stop sneaking was to raise the penalty and to increase the frequency
of controls. The companies ended up doubling the penalty for being caught while leaving the frequency of

controlsmore or less asit had always been.

In the next example | describe a choice stuation in which avery wise person and an ordinary

citizen apply different logics because of their radicaly different attitudes toward uncertainty.

E.8 Inaclassical article on exchangeable events and processes Bruno de Finetti insisted that subjective
probabilities had to be additive. If aperson's assignment of probabilities to mutually exclusive uncertain events
were not additive, de Finetti could make afool of the person by inducing him to partake in an unfavorable bet (cf.
De Finetti 1964,pp. 102-104). To methiswaslong an incontestable fact that | now will show isno fact at all.

Consider an ordinary grown-up rational animal, A, who faces two events, E;and its complement E,. We
may think of E; as the event that Clinton will beimpeached. Also, supposethat A isaperson who dealswith
uncertainty by shading his subjective probabilities. He assigns probability 1/3 to the occurrence of E; and
probability 1/3 to the occurrence of E, Finally, suppose that A's utility function on the set of consequencesis
linear in all situationsin which gains and losses can be measured in dollars. Let us see how de Finetti would make
aDutch Book against A

To present deFinetti'sarguments | let S=(S,,S;) designate a security that will pay the owner $S; if E
occursand $S; if E, occurs. De Finetti takes for granted that Sisworth 1/3($S,) + 1/3($S,) to A and that A
should bewilling to issue S and sell Sfor asmidgen more than what Sisworth to him. With that assumptionin
hand, de Finetti showsthat, for any positive pair of numbers, (g,h), he can find a pair, (S,,S;), that satisfies the
equations,

g= S -(13S;- (1S, and h= S,- (U3)S; - (1/3)S,.
From these equationsit follows that, by buying the solution, S= (S;,S;), from A, de Finetti can ensure himself a
gain of about $gif E; wereto occur and $h if E, wereto occur.

In the present case de Finetti iswrong about the value of Sto A. In choice under uncertainty A orders
uncertain options in accordance with the axioms that we discuss on pp. 34-36 below. If S=(S,,S,) isthe solution
to the two equations, then to him (S,,0) isworth 1/3($S,), (0,S,) isworth 1/3($S,), and Sisworth 1/3($S,) +
213($S) if S;£S;, and 2/3($S)) + 1/3($S,) if Si£ S,. Thereisnoway in which de Finetti can make a Dutch Book
against A.

In E.8 | followed de Finetti in assuming that A's utility function islinear in money. Also, for
samplicity, | consdered a case with just two events. Neither of these assumptionsis criticad for the
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conclusion: It need not be irrationd to shade one's probatilities in the face of uncertainty. If it isnat,

it makes no senseto ask A in E.8 to mend hisways.

There are many dtuationsin which it makes no sense to ask somebody to mend hisways if
his ways appeer irrationd to us. In some such cases the attempt would be futile. For example,
persuason will be to no avall in the case of an dcohalic. He must find out by himsdlf that life would
improveif he were to stop drinking. In other cases sound arguments will have next to no effect.
Certainly, alecture on the characterigtics of purely random processesis unlikdy to find an open mind
in somebody who is suffering from an acute case of the gambler's fallacy. In gill other cases any
arguments that we may dream up might be incomprehensible to the supposedly irrationa person and

hence cometo naught. Hereis an example that illustirates what | have in mind.

E.9 The African Azande entertain beliefsthat appear strangeto us. For example, they believe that
certain fellow members are witches who exercise malignant occult influence on the lives of other members. Also,
they engage in practices that areincomprehensible to us. For example, they perform rituals to counteract
witchcraft, and they consult oracles to protect themselves against harm.

Since oracles often contradict themselves and come up with fallacious prophecies, it seemsthat a
Zande'slife must befilled with disturbing contradictions. Contradictions once brought down George Cantor's
beautiful 'house’ of sets. However, they do not seem to have much effect on the lives of the Azande. According
to E. E. Evans-Pritchard, using contradictions in which oracles are involved to demolish the oracles claim to
power, would be to no avail. If such arguments were translated into Zande modes of thought, they would serve
to support the Zande's entire structure of belief. The Zande's mystical notions are eminently coherent They are
interrelated by a network of logical ties, and are so ordered that they never too crudely contradict sensory

experience. Instead, experience seemsto justify them (cf. Winch 1964, p. 89)

It isinteresting to me that the Zande's mystica notions are ordered so thet they never too
crudely contradict sensory experience. In that way the Zande are able to function in aworld filled
with contradictions. | believe that the Zande may not be too different from other rationd animasin
thisrespect. A rationa animd hasdl sorts of beliefs. Also, if he believesin the propostions, p, g, r,
s, and t, logic demands that he must believe in dl the logical consequences of these propositions as
wel. The latter requirement imposes a sructure on individua beliefs whose vaidity it is beyond the
intellectud capacity of most peopleto check. But if that is so, rationd animas are likely to entertain
systems of beliefs that harbor oodles of contradictory propositions. Most individuas probably cope
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with such contradictions in two ways. They do not push their search for logical consequences too
far. Also, when they run across contradictions, they are content to make loca changesin their belief
systems.

1.3 Proper Premisesfor Choice and Judgements

We have seen that two rational animalsin the same choice Situation need not make the same
choices. There are al sorts of reasons for that; e.g., differencesin attitudes toward premises and the
use of different logics. We have dso seen that only when a person'slogica arguments are falacious,
do we have a good chance of persuading him to mend hisways. In this section we shdl seeif itis
reasonable to believe that persons in the same society will make choices and pass judgements on the

basis of the same scientific and ethica principles.

Arigotle inggted that arationd anima's reasoning was true if it was logica and based on
premises that either were true by necessity or accepted as true by thewise.  Also, true reasoning
would result in good choices and judgementsiif it was activated by an gppetition for the good. In
Arigtotle's days, a person's reasoning was logica only if it adhered to the rules and regulations of
Arigtotle's own syllogistic logic. Today most people would ingst that to be logica aperson's
arguments would have to satisfy the strictures of the first-order predicate caculus (FPC). However,
there are dissenters. For example, in the FPC the Law of the Excluded Middle (LEM) isa
tautology. Intheforma logic of the Dutch intuitionists LEM istrue in some cases and not in others.
Also, the FPC is monotonic in the sense that if C follows from A necessarily, then C follows by
necessty from A and B aswell. The formd logic that artificid-intelligence people have developed for

choice with incomplete information is nonmonotonic.

For usit is ussful to distinguish between logica premises and nonlogica premises. Different
logics make use of different axioms and different rules of inference. The mixture of axioms and rules
of inference in agiven formd logic may vary from one presentation to another. Therefore, | shdll
think of the rules of inference of aformd logic as premises on a par with the axioms of the same

logic. Logica premises are premises that belong to some formd logic. Two individuas who make
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use of different forma logics base their arguments on different families of logica premises. Itis
possible that one and the same person may make use of one forma logic in one Stuation and another
in adifferent gtuation. In that case the family of logica premises that the person employs varies over
the Stuations he faces. Aslong as the person keeps the different families of logica premises apart,
this variation need not involve him in contradictions.

| shal digtinguish between two families of nonlogica premises. One concerns scientific
matters. The other dedls with ethicd matters. The scientific principles are of two kinds, those that
are true by necessity and those that wise men have surmised from theory and from observations by
inductive and appropriate analogica reasoning. The ethica premises are dso of two kinds, those
that concern mora virtues and those that pertain to political science proper.

The scientific premisesthat are true by necessity comprise avaried lot of assertions.  Some
of them are true by definition: e.g., "dl widows have had husbands." Others can be established by
andyss eg., "for dl integersn, 1+2+...+n = n(n+1)/2." Sill others are intuitively obvious. eg.,
"agriculturd skill remaining the same, additiond labour employed on the land within a given digtrict
produces in generd aless-than-proportionate return.” Finaly, there are some assertions for the truth
of which wise men provide both inductive and theoretica reasons eg., "any living organism has or
has had a parent.”

The second class of scientific premises contains propostions that the wise, without good
theoretica reasons, believe to betrue. Some are laws that scientists have established by induction;
eg., "dl ruminants have cloven hooves" Others are laws that can beinferred by analogy from
introspection or other pertinent observations; eg., "any man is either in sdfless persuit of some
spiritud god or desiresto obtain additiona wedlth with aslittle sacrifice as possible” Stll others are
laws of nature that knowledgesable wise men, on rather flimsy evidence, take to be vdid; eg., John
M. Keynes Principle of the Limited Variability of Nature.

It is possible that in agiven society thereisafamily of scientific premisesthat dl the
members, if prodded, would accept asvaid. Still, the scientific premises on which one personin

the society bases his reasoning will vary over the situations he faces. Also the scientific
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premises that different persons employ in similar situations are likely to differ for various
reasons. Their educational background and their stock of tacit knowledge may differ.
Besides, their access to information retrieval systems may be very different. These facts of life
have interesting andogues in mathematics. In developing one and the same theory different
mathematicians may make use of different axioms and rules of inference. Also what are axiomsin
one theory may appear astheoremsin another. For example, the axioms of the theory of red

numbers are derived theoremsin set theory and universa theoremsin Euclidean geometry.

The ethica premises that concern mord virtues are prescriptions for good behavior. Some
describe what it ismorally right to do; e.g., "you shal honor your mother and father." Otherslist
actions that are moraly wrong; eg., "you shdl not kill." Still others formulate generd principles for
right behavior; e.g., "do to others only what you would like them to do to you." Prescriptions for
good behavior as well as sanctions for bad behavior vary both with the codes of honor of secular
societies and with the commandments of  religious societies. For example, awoman's bare ankleis
hardly noticed in the US. It is cause for a public beeting in Tdiban Afghanigan Also, the
interpretation that different wise give to one and the same ethicd premise may differ. For example,
act-Utilitarians disagree with rule-Utilitatrians about whether one ever can justify lying about illicit
sexud relations. Similarly, proponents of Natural-Law ethics disagree with Utilitarians about
judtifigble reasons for killing afetus to save the mother's life.

The ethical premises that concern matters of political philosophy prescribe basic rights of
human beings and essentid characterigtics of ajust society. Examples of fundamental human rights
are "freedom of thought and worship" and "freedom of speech and assembly.” Examples of the
ingredients of ajust society are "equdity before the law” and "equdlity of opportunity.” Philosophers
agree that there are such things as fundamenta human rights. However they disagree as to whether
to look for the origin of such rightsin natura law or socid-contract theory. Philosophers are equaly
at odds about how to characterize ajust society. For example, Aristotle accepted the subjugation of
women to men, daves to citizens, and Barbarians to Helenes. He reserved justice for those who
were "free and ether proportionately or arithmeticaly equa™ (the Nichomachian Ethics, pp. 106-
125). In contrast, Rawlsingststhat ajust society isasociety in which equdity of opportunity reigns
and in which each person has an equd claim to the basic rights and liberties. In ajust society socia
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and economic inequdities will arise only if they contribute to the welfare of the least advantaged
members of society (Rawls 1971, pp. 54-83).

The ethicd premises determine what is right or wrong in a person's relation to other human
beings. They dso Sructure arationa animal's gppetition for the good. It is quite clear that
different secular aswell as religious societies will adopt different families of basic ethical
premises. Sill there may be a core of ethical premises that reasonable secular and religious
societies will accept so that their respective nations can survive as free democratic societies.
If such principles exigt, we may find them among the principles of justice that Rawls reasonable and
rationa personsin a Hobbesian Originad State would adopt for a democratic society of free and
equal citizens. These reasonable and rationd persons, supposedly, have a sense of justice, a
conception of the good, and the intellectua powers of judgment, thought and inference. Moreover,
in the Origind State they search for principles of judtice that specify fair terms of socia cooperation
between free and equd citizens and ensure the emergence of just inditutions in ademocratic society.
Rawls believes that the resulting principles would enable even a society of individuas who are
profoundly divided by reasonable religious, philosophicad and mord doctrinesto exist over timeasa
just and stable society of free and equa citizens (Rawls, 1996, pp. 47-88). There arein our social
redity examples of just and stable democratic societies with free and equal citizens. Norway isone
of them, | believe that Rawls reasonable and rational persons would accept the principles that the
Norwegian congtitution incorporates. | aso believethat it isfair to say that Norwegians today are
"profoundly divided by reasonable religious, philosophical and mord doctrines™ It will be interesting
to see how the tolerance of the doctrines fares as the population of African and ASan immigrantsin

Norway grows.

I1.4 Right Desires and Rational Choicein our Social Reality

We have seen that it is possible that a given society may have aset of basic scientific
principlesthat dl its members, if prodded, would congder vaid. Stll, it is not certain that two of the
same society's membersin a given choice situation would reason with the same basic principles. We
have dso seen that in a society in which members are a odds about fundamentd rdligious,
philosophica and mord issues only the principles that concern paliitica justice have agood chance
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of being accepted by dl. But if that is S0, there are better ways to think of arationa animd's proper
premises than to identify them with the basic principles we discussed above. Here is one such way.

Scientific and ethicd premisesinfluence araiona anima's acts and judgements in interesting
ways. To see how, take a second look at my examples. Whatever are the scientific premises on
which a given person bases his acts and judgements, they express facts. Some of these originate in
scientific classifications and blue prints. Others are determined by indtitutional congraints. All of
them express factud aspects of the socid redlity which the person is experiencing. Similarly,
whatever are the ethical premises on which a given person bases his acts and judgements, they and
the sanctions that the person associates with them determine inditutiond facts. These inditutional
facts aso express factua aspects of the socid redity which the person is experiencing. Both the
scientific and the ethicd premises vary with individuas and with the Stuations that different individuas
face. For agiven US farmer some of the premises may describe ways to produce pertinent farm
products. Others may inform him how to rank the same products according to their profitability and
indgt that he not employ illegd immigrants. For agiven physicis a CERN some of the premises may
ingtruct him how to read tracksin acloud chamber. Others may inform him how to report his results
and inds that he do it truthfully.

In theremainder of the paper we shall think of a person’'sbasic principles
asfactsin the social reality that heisexperiencing. Some of these facts he carrieswith him as
easly accessible explicit or tacit knowledge. Others he can, if need be, acquire by reading books
and journds or smply by picking the brains of friends and foes. The sentences that he, in virtue of
these facts, believes to be true may harbor contradictions. They may aso express facts that are not
accepted asfacts by others, In each choice situation he will make his decisons on the basis of
pertinent facts only. If the latter harbor contradictions, and if he becomes aware of it, we expect that
he will make changesin his basic principleslocaly and, if possble, adjust his choice or judgement
accordingly. Thefactsthat determine a per son's choice and judgementsin a given situation

depend on the person'sdesires and vary with the situation he faces.

A person'sdesiresareright if they reflect an appetition for the good. In the history of
mora philosophy the ‘good" has been interpreted to be many different things. To Plato the 'good
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was aform in aworld of ideas whose reference in Plato's socid redlity condsted of dl those things
that one truthfully could describe as'good.” To medieva Chrigtian philosophers the ‘good’ was
God, and eternd life with God was the goa of dl right desires. To nineteenth century Utilitarians the
'good' was the sum total of happiness that the members of a given population experienced, and
happiness was pleasure and freedom from pain. Here | shdl give 'good' the interpretation that
Arigtotle gave to theterm The'good' isthat at which every art and inquiry and every action
and pursuit aim. Alsothe'good' is something people search for itsown sake. Aridotle
identified this'good' with 'hgppiness, and | shdl ingst that the happinessin question is the ‘'good' that
any given individua experiences. As such, happinessis an undefined term that economists usudly
designate by 'utility.’

Arigtotle ingsted that the 'good’ was an activity of the soul in accordance with morad and
intellectud virtues. This connection between the ‘good' and dl the virtues that he ligted in his
Nichomachean Ethics was an essentia characterigtic of Aristotl€'sidea of the 'good.” We shall
obtain an anadogous connection by ingsting that happiness, i.e, the good is a function of variables
some of which we associate with Aristotle'svirtues, and some of which we associate with
membersof Rawls list of primary goods. Examples are knowledge, esteem, friendship, justice,
basic rights and liberties, and income and wedlth. The function may but need not be additively
separable, and the arguments as well as the function itself may vary from one individua to the next.
Hereit isimportant to observe that an appetition for the good may lead to increased vaues of some
factors affecting happiness and to decreased vaues of others. Thusit is perfectly possible that the
act of aNorwegian who failsto pay abussticket and the act of a North Carolina business man who
seesfit to employ anillegd immigrant may reflect an gppetite for the ‘good.’

With the preceding observationsin mind | can conclude this section with the following
characterization of rationd choice and judgements.  Rational choices and judgements ar e good
choices and judgementsthat, in accordance with the rules of logic, follow by necessity from
pertinent facts and right desires. Thefactsthat determine a person's choice and judgement in a

given situation depend on the person's desires and vary with the Situation he faces.
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Il Rationality in Economics

In Section | | inggted that a human being isarationd animd, and that araiond animd isan
anima with ddliberative imagination who has beliefs and is able to opine and reason. Theserationd
animds condtitute the popul ations whose characteristics we study in econometrics. In Section Il |
ingsted that rationa choices and judgements were good choices and judgements that followed by
necessity from pertinent facts and right desires. The desires, supposedly, varied with persons and
the pertinent facts varied both with persons and with the Situations that the persons faced. To methis
characterization depicts characteritic features of the choices and judgements that members of the

populations we study in econometrics make,

In my characterization of rationa choices and judgements the terms 'good choice,' 'good
judgement,’ ‘pertinent fact,’ and 'right desire,’ are undefined terms. Hence, the characterization
notwithstanding, 'rationa choice and 'rationd judgement’ have no definite meaning. In econometrics
the latter terms are given interpretations that seem gppropriate for the studies on hand. Such
interpretations econometricians usudly extract from various economic theories. We shdl now take a

closelook a some of these interpretations and their empirica relevance.

[11.1 Consumer Choice under Certainty

There are dl sorts of economic theories that are relevant in this context. Some pertain to
choice under certainty. Others concern choice under uncertainty. Still others delineste Strategiesin
various game-theoretic Stuations. Economists use these theories to describe the behavior of
organizations as wdl as the behavior of individuals. Econometricians can use them to search for
empiricaly relevant interpretations of the undefined terms in my characterization of rationa choices
and judgements.

It isimportant to note that econometricians cannot use economic theories to test the

rationality of members of a given population. The members arerationd. It isaso the case that
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econometricians can never know from a priori reasoning aone in what Situations a particular
economic theory might have empirical rdevance. Thismay sound strange. So here is an example to

illustrate what | have in mind.

E.10 Consider my daily shopping for food in the neighborhood grocery store and the standard theory of
consumer choice under certainty. | usually buy aloaf of bread and | might buy coffeeif the priceisright. Some
timesthe storeis out of my family's favorite brand of bread. Then | buy another brand that | believe my little
daughter will like. | will do that even if the other brand costs twice as much, and even if there is another grocery
store, ten minutes away, that might have the brand | want. Asto coffee, | will buy coffee only if | judge the price
tobelow. Then | buy many more bags of coffee than | need, and | store them for later use. The theory of
consumer choice insists that arational consumer in each period chooses the commodity bundle that maximizes his
utility subject to his budget constraint. Thistheory cannot be used to question the rationality of my shopping in
the neighborhood grocery store. There are three good reasons for that. The theory does not account for the
costs of search. It provides no opportunity for storing goods. And it denies current prices the ability to convey

information about future prices.

The mord of E.10 is not that the theory of consumer choice under certainty iswrong.
Instead it isthat we must choose its gpplications with care. Also, in searching for gpplications, we
must keep in mind that the main purport of the theory isto delineste two characteristic features of
consumer choice and exhibit how they are reflected in consumer behavior. In this theory 'good
judgement’ is taken to mean that the consumer can order the commodity bundles he faces. Also
'good choice’ means choosing among the available bundles the one the consumer ranks the highest.
In the intended interpretation of the theory, a consumer is an individud living done or afamily living
together and having a common budget. A commodity bundle is an ordinary commaodity vector. It
may aso be avector of safe and risky assets or alife-cycle plan of consumer expenditures. Finaly,
an available commodity bundle is a commodity bundle that satisfies the budget congraint which the
consumer faces. Econometricians have used the theory successfully to study how consumers
expenditures on various categories of commodities vary with their income (Engd, 1857 and Aasnes
et d, 1985). They have dso used it successfully to determine how a consumer's choice of safe and
risky assets varies with his net worth (Arrow, 1965 and Stigum, 1990), and how his consumption-
savings decision varies with hislife-cycle income stream (Modigliani and Brumberg, 1955, Friedman,
1957, and Stigum, 1990).
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[11.2 Choice under Uncertainty

Most economic theories of choice agree that ‘good judgement’ is synonymous with ‘ability to
rank available options." The characterigtics of the rankings in question, however, vary over theories
aswel as over the situations the decision maker faces. A careful look at the theory of choice under

uncertainty will bear witness to that.

An uncertain option can be many things; eg., agamble, an insurance palicy, or an investment
in the stock market. We shdl distinguish between two kinds of uncertain options - those that pertain
to risky Stuations and those that pertain to uncertain Stuations. Here arisky situation istaken to
be a stuation in which the likelihoods of al possble events are known or can be caculated by
reason alone. An uncertain situation isagtuation in which the likelihoods of dl possble events are
not known and cannot be cal culated with reason done. | begin by discussing choice in risky

gtuations.

[11.2.1 Risky Situations

To make my discussion of choicein risky Stuations as Smple as possble | shdl think of an
uncertain option in such Stuations as aprospect. A prospect isan n-tuple of pairs,
{ (X1,P0),--,(XnPn)}, Where x T R isan outcome, pT R, isameasure of the likelihood of x
happening, and p, + ...+ ph= 1.

Showing 'good judgement' in risky Stuations involves carrying out two successvetasks. The
fird task conggtsin assgning numbersto the pi in the progpects which the decison maker is facing.
That task is some times easy and other times not so easy. Also, agiven task may be easy for some
and much too difficult for others. Examples E.11 — E.12 below will illustrate what | have in mind.

According to Laplace, the probability of an event isthe ratio of the number of casesthat are
favorableto it, to the number of possible cases, when there is nothing to make us believe that one
case should occur rather than any other, so that the cases are, for us, equally likely (Laplace, 1951,
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pp. 6-7 and 11). With this definition in mind and, if need be, with alittle bit of coaching | should
think that most people would agree with the probability | assgn in E.11.

E.11 A blindfolded man, A, isto pull aball from an urnwith k red balls and (100-k) white balls. Theurn
isshaken well. So the probability of A pulling ared ball from theurnis k/100.

With coaching most people might be able to determine the probability of more complicated
events, eg., the probability of E;, four red balsin four draws with replacement from an urn with k
=84, or the probability of E, at least four red balsin ten draws with replacement from an urn with
k = 50. However, without coaching it is unlikely that the mgority of people would manage to figure
such probabilities.

D. Kahnemann and A. Tversky believe that most people in assessing likelihoods rely on a
limited number of heurigtics which help them reduce complex computationd tasks to managesble
proportions (Kahneman and Tversky, 1972). One such heurigtic, anchoring, leads people to
overestimate the probability of conjunctive events and to underestimate the probability of digunctive
events. Thus chances are that most people would overestimate the probability of E; and
underestimate the probability of E,. Much experimenta evidence bears out this prediction (cf. for
example Bar-Hilld, 1973).

What untutered people might do in the case | describein E.12 is anybody's guess.

E.12 Consider amechanical system of r indistinguishable particles. The phase space has been
subdivided into alarge number n of cells so that each particleis assigned to one cell. Therearen' different ways
inwhich r particles can be arranged in n cells. | have no reason to believe that one way is morelikely than
another, So | takeall waysto be equally likely. Sincethereare rl/ry!r,!...r,! indistinguishable waysin which we
can arrange r particles such that r; particlesarein cell i, i=1,...,n, | conclude that the probability that cells 1,...,n

containry,...,r, particleswith ry +,,, +ry=ris(r!/r!rl..rHn™ .

The interesting agpect of E.12 isthat | have used Laplace's definition of probability correctly
and come up with awrong probability assgnment. According to W. Feller, numerous experiments
have shown beyond doubt that the probabilities | caculated in E.12 are not the true probabilities of

any known mechanica system of particles. For example, photons, nuclel, and atoms containing an
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even number of dementary particles behave as if they only considered digtinguishable arrangements
of the pertinent syssem's particles. Sincetherearejust (n+r-1)!/(n-1)'r! distinguishable
arrangements of r particlesin n cdls, and since dl of them seem to be equdly likdly, the true
probability of the given event for photons, nuclel, and atoms containing an even number of
elementary particlesis [(n+r-1)!/(n-1)!r!]™.

Few if any would question Feller's authority in E.12. So from E.11 and E.12 we conclude
that we shdl know only intrivid cases what are the prospects among which a given decison maker
chooses. Thisistrue even if we help him determine the vaues of the pertinent probabilities. The
vaues we assess may be very different from the vaues that the decision maker percelves. For
example, the high probabilities may be higher than the corresponding perceived probabilities, and
the low probabilities may be lower than the corresponding perceived probabilities. Many
experimental studies bear withess to such a possibility (cf. for example Mogteller and Nogee, 1951
and Preston and Baratta, 1948).

To show 'good judgement’ in risky Situations the decision maker must carry out a second
difficult task: determine his ordering of the prospects he faces. For that purpose, consider a
decison maker, B, whose perceived probabilities often differ from the true probabilitiesin the
prospects he faces. In agiven Stuation a prospect isto B like a measurable function on a
probability space, (A A A ), where A isafinite set of States of nature, A isthe fidd of al subsets of
A, and A isa probability messure. The functions take only afinite number of valuesdl of which
belong to aset of red numbers, X, andthevalueof A a any Al A equasthe likdihood of A
happening that B percaives. Also, B'sordering of the pertinent prospects induces an ordering of
functionsin which B ordersindicator functions of subsetsof A in accordance with the sets A -
vaues. Findly, with a dight modification of axiom SSA 4 B's ordering of progpects satisfiesthe
axioms concerning A and B's ordering of measurable functionsthat | listed in (Stigum, 1990, pp.
434-439). That ensuresthe existence of afunction, U(¥: X ® R, that is determined up to a postive
linear trandformation, and is such that if x and y are any two of the progpects B faces, B will prefer x
toy if and only if

& ni AUKX(h))dA > & 1 aU(y(h))dA .
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Thus if A and B's ordering of measurable functions satisfy my axioms, B will order the pertinent
prospects according to their perceived expected utilities.

The theory of mineis controversid in severd respects. My axioms represent a modification
of L.J. Savage's axioms for choicein risky situations (cf. Savage, 1954). In Savage'stheory A
contains a nondenumerable number of states of nature. Also, both the utility function and the
subjective probability measure of the decison maker are determined by hisor her risk preferences.
Findly, Savage seemsto bdieve that the utility function and the subjective probability measure are
determined once and for al for dl the risky Stuations that the decison maker might face. | believe
that U(¥, A, and A (3 may vary from one choice situation to the next. Also, in the situations |
envison above 'good judgement’ is obtained sequentidly in two steps. Wefirst determine B's
perceived probabilities and then his or her ordering of the prospectsin question. That dlows meto
rephrase my SSA 4 axiom in the obvious way such that the a; in equation 19.22 on p. 435 of
(Stigum, 1990) can be interpreted as B's percaived probability of the i state of nature.

The empirica rdevance of my theory isaso uncertain. To see why consider the following

example.

E.13 Consider an urn with 100 ballsthat differ only in color and assume that there are 89 red balls, 10

black balls, and 1 white ball. The urn is shaken well and ablindfolded manisto pull one ball fromit. Weask a
decision maker, B, to rank the components of the following two pairs of prospectsin which he will receive

a,. $1000 regardless of which ball isdrawn;

a,: nothing, $1000, or $5000 according as the ball drawn iswhite, red, or black,

b,: nothing if the ball isred and $1000 otherwise;

b, nothing if the ball is either red or white and $5000 if the ball is black.
If B's preferences satisfy my axioms, B will prefer a; toa, if and only if he prefersb, tob, . Also, B will prefer a,

toa, if and only if he prefers b, to b;.

Ever ance Maurice Allaisin 1952 gstarted dreaming up exampleslike E.13 (cf. Allais, 1979),
numerous individuas have been asked to rank similar pairs of prospects. Judging from the
experiments of which | am aware, roughly 60% of the subjects answer in accordance with the

prescriptions of my theory. Thosewho "fal" thetest usudly prefer a; toa, and b,to b;. Thar
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preferences seem to reved an aversion to uncertainty that is characterigtic of individuals who shade

their probabilitiesin uncertain Situations. More on that below.

11l 2.2 Uncertain Situations

In discussing choice of options in uncertain Stuaions we shal again, for smplicity, think of an
option as a prospect, { (X,p1),-..,(Xn,pn)} . 1N this case the X are known, but the p; are not. Also the
true values of the p; cannot be calculated by reason done. We shdl consider two prominent ways of
dedling with such prospects. In one of them the decison maker assgnsvauesto the p in
accordance with Baysian principles and chooses among options according to their expected utility.

In the other the decision maker assgns vauesto the p; in accordance with ideasthat A. P.
Dempster and G. Shafer developed in (Dempster, 1967) and (Shafer, 1976). Also, he chooses
among options according to the values of a Choquet integral that he associates with them. | begin
with the Baysans.

Congder the following example, and take specid note of the forty-five subjects who were
indifferent in their choice of urns.

E.14 Twourns, A and B, contain 100 ballsthat are either red or white. There are 50 red ballsin A, but
nobody knows how many therearein B. A blindfolded man isto pull aball from one of the urns, and you are to
choose the urn for him. If he pullsared ball, you will receive $100, otherwise nothing. Of 140 colleagues,
students, and friendsin Evanston and Oslo who were faced with the given choice, 82 chose A, 45 could not make

up their minds, and 13 chose B.

Each one of the 45 indifferent persons may have argued like true Baysians. The probability of pulling
ared bal from A is1/2. Also, there are 101 possible combinations of red and white balsin B, and
there is no reason why one combination is more likely than another. So, we should assign prior
probability (101)™ to each of them and ingist that the probability of picking ared bal in B equals
&i=0" (1/100)%101)* = (101)*%100401/2400] = 1/2. If the Baysian arguments are right, there is

no reason to prefer one urn to the other.
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A Baysian prior is supposed to reflect the decison maker's knowledge about the p; in agiven

prospect. Assigning such priors can be problematic. Hereisacasein point.

E.15 Consider two deseases, X and Y, that require different treatments, and that are equally fatal if
untreated. A person, A, istaking atest to determine whether he is suffering from X or Y. He knows that the
probability that the test result will be accurateis 4/5. He also knowsthat X for avariety of demographic reasons
isnineteen timesascommon as Y. Thetest reportsthat A suffersfrom Y. From this A deducesthat the
probability is 4/23 that heis suffering from Y and 19/23 that he is suffering from X. So he asks his doctor to treat
himfor X.

| became aware of this example from reading an article of L. J. Cohen (Cohen, 1981, p.
329). Coheninsgtsthat A hasused a prior concerning the relative prevalence of the two diseases
and computed the probability that an instance of along run of patients that take the test will suffer
from disease X. He should have used, instead, a prior that assesses A's own predisposition to the
two diseases. If A has no known predisposition to ether disease, he should have concluded from
the test resullts that the probability is 4/5 that he is suffering from Y and ask his doctor to treat him
for Y rather than X. Results of experimenta tests in comparable Stuations suggest that subjects
tend to judge the vaues of the pertinent probabilities in the way Cohen suggestsis right (cf. for
example, Hammerton, 1973).

We have seen above that learned people may disagree on what is the appropriate prior to
usein evauating agiven option. It isaso the case that Baysans argue among themsaves what isthe
best way to modd ignorance. They worry when their way of modeling ignorance of a parameter, p,
suggests that they are not that ignorant about the value of 1/p. Also they are concerned when use of
adiffuse prior to model ignorance of a parameter,q , may swamp the information that a researcher
can obtain from sample information about g . For us the important thing to observe is that not
everybody isaBaysan - a most 45 of the 140 subjectsin E.15 Also, even one who tends to think
like a Baysian will have difficulties caculating the pogteriors that are required for proper use of
Baysanidess. Finaly, however a Baysian chooses his priors and caculates his posteriors, both the
priors and the posteriors are honest probabilities. They are nonnegative and their sums or their

integrals, as the case may be, equd 1.
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To seehow Baysians order prospects, consider a decision maker, D, who caculates the
probabilitiesin any prospect that he faces the way a Baysan would caculate them. To D a progpect
x is like a probability digtribution, (¥ R® [0,1]. D'sordering of prospects induces an ordering of
such probability distributions. Von Neumann and Morgengtern in (von Neumann and Morgengtern,
1948) gave sufficient conditions on D's ordering of probability distributions that there exists a
function, U(¥ R® R, that is determined up to a postive linear transformation, and is such that if x
and y are any two prospects, D will prefer x toy if and only if

OU(t)F(dt) > OU(t)F,(dt).

Thusif X = {(,P1),--.,(%,Pn)}, Y = { (Y1, 0h),- - -,(Ym ,0m), @nd the p; and the g are the probabilities
that D has calculated, then D will prefer x toy if and only if

ai="UX) P > 8" Uy G

i.e, if and only if the expected utility of x islarger than the expected utility of y.

M. Allaisand hisfollowers are as critica of von Neumann and Morgengtern's theory as they
are of Savage'stheory. Also, many of the tests that they have concelved have been good tests of
both theories (cf. MacCrimmon and Larsson, 1979). The dismal results of these tests have
motivated researchersto look for dternative theories. We shall next discuss the most promising of

them.

Many knowledgegble persons will ingst that the 82 subjectsin E.16, by choosing A over B,
have reveded an averson to uncertainty. Specificaly, so the argument goes. For any one of these
subjects, we can find anumber k < 50 and an urn, C(k), with k red ballsand (100-K) white bals
such that the given person would be indifferent between having the blindfolded man pull abdl from B
or C(k). Thisindifference indicates that the person is assgning probability (k/100) to the event that
the blindfolded man might pull ared bal from B. By asmilar argument, he would assign probability
(k/200) to the event that the blindfolded man might pull awhite bal from B. But if thet istrue, the
given subject is a person who reacts to uncertainty by shading his probabilities. Chances are good
that the other members of the group of 82 in E.15 react to uncertainty in the same way.



When people shade their probakilities, they assign superadditive probabilities to the possible
eventsin an uncertain Stuation. Such probabilities have interesting properties. To study them |
assume, for smplicity, that there are only afinite number of states of nature; i.e, that A =
{hy,...,h} for somen. Also, | take A to bethe set of al subsetsof A, and| let Bd(¥: A ® [0,1]
be a function that records the values that a given decision maker, D, assignsto the subsetsof A. D
shades his probatilities in the face of uncertainty. Hence, for any two digoint events, A and C, we
find that Bd(A) + Bd( C) £ BA(AEC). Findly, | assume that there exists a function, m(3: A ®
[0,1], with m(Z&E) = 0, &aj 4 M(A) = 1, and Bel(A) = dcam(C)fordl AT A,

In hisbook Shafer developsinteresting ways for D to combine belief functions so asto
update his beliefs. However, he has little to say about how D should order the options he faces.
There are severa aternatives (cf. Jean-Y ves Jaffray, 1989, Chateauneuf, 1986, and Gilboa, 1987).
| shall use amethod that | once learned from Kjell Arne Brekke in 1986 (cf. Stigum,1990, pp. 445
455). Let A, A, Bd(3,and m(3 be as above, and think of a prospect asafunction, X(3: A ® X,
where X ={Xx,...,Xn} isthe set of al consequences of the prospects that our decison maker, D,
faces. | assumethat D orders consequences according to the values of afunction, U(3: X ® R.
Also, for each prospect, x(3, andevery AT A, I let W, (A) = minyi » UX(h)) Findly, | indst thet
the utility which D receives from progpect x(¥ equals V(x), where

V(x) = &ai o Wx(A)M(A).

The ordering of prospects that V(% induces has many interesting characterigtics. The ordering
cannot be rationdized by an expected utility index. Insteed,

V(x) = & Bd(hi A: Uxh))? ) dt,

where the integra reduces to an expected utility index only when Bdl (% is additive. Also, the
ordering exhibits a remarkable averson to uncertainty that we can document in the following way.
Let

P={p(»A ® [0,1]: &i=," p(h; ) = 1} and,



for each pl P, let Pp(¥: A ® [0,1] besuchthat Pp(A) = &nia p(h) foreachAT A. Also, let
C={pl Pfordl AT A, Pp(A):Bd(A)].
Then

V() =ming ¢ &i=1" Ux(hi))p(hy).

Findly, the ordering satisfies neither Savage's axioms nor mine. The following example bears witness
to that.

E.16 Supposethat we ask an individual, Peter, to rank the components of the two pairs of prospects that
we described in E.15. Peter letsA ={h;,...,h,} andinsiststhat h; isthe name of ared, black, or white ball
according as0<i £89, 90£ i £99, and i = 100, respectively. Moreover, heletsthe set of consequences, X, be {0,
$1000, $5000 }, and notes that his utility function on X is given by U(0) = 0, U($1000) = 0.85, and U($5000) = 1.
Finally, Peter decides for himself that the expression, "the urn is shaken well," is vague and assigns the following
basic probabilities to the subsets of A: M(A) =0.7, 0.2, and 0.02 according as A isthe set of red, black, and
white balls, respectively. Also, M(A) =0.05, 0.03, and 0.01 according as A isthe set of ballsthat are,
respectively, either red or black, either red or white, and either black or white. Inall other cases M(A) = 0. Now,
Peter ranks prospectsin accordance with the values of the function V(3 that his U(3 and hism(% determine.
Therefore, he needsllittletimeto figurethat V(xa2) < V(1) andthat V(%1) < V(%.). Peter'srankingof a; and

a, and of b;and b, violatesthe prescriptions of mine and Savage's theory.

I11.3 Game-Theoretic Situations

In Consumer Choice under Certainty the consumer knows the vaues of dl relevant current
and future prices. In Consumer Choice under Uncertainty the consumer knows al relevant current
and past prices and he uses the information they convey to form his ideas about the probability
distributions of future prices (cf. Stigum, 1969 and Stigum, 1990, pp. 765- 800). In both theories
the consumer forms his judgements and makes his choices independently of the judgements and
choices of other consumers. In particular, he does not take into account that his ability to implement
his choices depends on the choices of other consumers. Various sufficient conditions on preferences
and expectations that ensure the existence of prices a which al consumers can implement their
choices exist. The reader can find examples of such conditions for the certainty case in (Debreu,

1959). Anaogous conditions for the uncertainty case are given in (Stigum, 1969 and 1972).



37

In game-theoretic Situations each participant has on hand a set of pure strategies and facesa
st of conseguences each member of which results from the particular combinations of pure
drategies that the participants choose. Also, each participant orders consegquences according to the
vaues of a utility function and may use mixed aswell as pure strategies. Findly, each participant
knows the rules of the game, knows his own and his opponents sets of pure strategies, knows the
consequences for him and the others of his and their choice of Strategies, knows his own utility
function, and knows the families of functions to which his opponents’ utility functions belong. Game
theorigts usudly add to this that it is common knowledge among participants that each participant
possesses such knowledge.

There are all sorts of games. Some are non-cooperative. Others are cooperative. Some
are satic. Othersare dynamic. Whatever the pertinent game is, the novel aspect of agame-
theoretic Stuation isthat each participant in his search of good choices mugt take into account the
possible choices of his opponents. Game theorists agree that a good choice of strategy for a given
player must be a best response to the strategies of his opponents. However, it is often hard to
determine what condtitutes a best response in Stuations in which an opponent’s choice of dtrategy is
not well defined. Also, even in Stuations where dl the participants best responses are common
knowledge, it may be impossible for a participant to single out agood choice of strategy before he
knows what his opponents will do. | shdl use the following example of a non-cooperative etic
gameto illusrate what | have in mind.

E.17 Consider agame with two players, A and B, in which A hasfour pure strategies, a,b,c, andd, B has

three pure strategies, a,b, and g and the payoff matrix is asfollows:

B’ s strategies
a b g
a 150, 60 30, 200 150, 50
b 200, 75 40, 300 100, 50
A’sstrategies c 50, 300 200, 65 100, 30
d 100,50 100, 45 100, 30

Thusif A chooses b and B choosesg A will receive utility 100 and B will receive utility 50.
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Wetake for granted that A and B are rational animals and that that is part of the players' common
knowledge. A rational animal in B's situation would never choose gsince the utilities he may receive from gare al
smaller than the respective utilities that he can obtain by choosinga or b. Also, if B will never choose g then a
rational animal in A'ssituation will never choose a since he can obtain higher utilities by choosing b.
Consequently, we can without loss in generality reduce A and B's game to a game where A has three strategies,

b,c, and d, B hastwo strategies, a and b, and the payoff matrix is asfollows:

B’ s strategies
a b
b 200, 75 40, 300
A’sstrategies c 50, 300 200, 65
d 100, 50 100, 45

In the last description of the game B’ s best responsesto A’s pure strategies, b, ¢, and d, are b, a, and b,
respectively. Similarly, A's best responsesto B’ s pure strategies, a and b, are b and c, respectively. Also, the
utility that A can gain from playing d is smaller than the expected utility that he would obtain by playing b with
probability 1/2 and c with probability 1/2. So most game theorists would insist that arational animal in A's
situation would never play d. However, thisneed not be so. Unlessit iscommon knowledge that playersin a
game rank uncertain prospects according to their expected utility, we cannot take for granted that A will never
employ d. More on that below.

A Nash equilibrium in agame is a combination of strategiesin which each participant has played his best
response against the chosen strategies of the other players. Inthe given gamethereisno Nash equilibriumin
pure strategies. If it iscommon knowledge that A and B rank uncertain options according to their expected utility,
thereis, instead, a Nash equilibrium in mixed strategies. In thisequilibrium A plays b with probability 47/92 and ¢
with probability 45/92 and B playsa with probability 16/31 and b with probability 15/31. Thereis no other Nash

equilibrium.®

There are many interesting aspects of the preceding example. For example, aNash
equilibrium in pure drategies is an equilibrium in which each participant in the game, after having
learned to know the Strategies his opponents chose, is satisfied with the strategy he chose for himsdlf.
A Nash equilibrium in mixed srategiesis nothing of the sort, since in such an equilibrium the game
participants shall never know what strategies their opponents have adopted. Game theorists seek to
amdiorate this deficiency by adding two conditions to our characterization of games. They ingst that
it must be common knowledge that each participant is ‘rationd’ and that 'rationd’ individuas limit
their choice of good Strategies to Nash equilibrium drategies. In agame with aunique Nash
equilibrium, therefore, the players need not observe the strategies of their opponents. They can
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cdculate the gtrategies of their opponents and choose their own strategies accordingly. What the
participants are supposed to do in games with multiple Nash equilibria, however, is problematic to
say the least.

It isonething to arguethat it is'rationd’ for the players of a game to adopt mutualy
congstent Nash equilibrium drategies. 1t is another thing to ingst that in game-theoretic Stuations
rationa animas tend to choose mutualy consistent Nash equilibrium dtrategies. The former isan
assartion about what rationa animals ought to do when they participate in games. Thelatter isan
assartion about what rationa animals actually do. Game theorists' arguments in support of Nash
equilibrium strategies make wonderful sense for anor mative theory of games. However, they are
of little help in the search for ways to develop a positive theory of games. To describe actua

behavior in games we must introduce new idess.

From the point of view of a postive theory of gamesit isawvkward to indst that players are
“rational’ and that ‘rational’ players always choose Nash equilibrium strategies. Players are rationa
animds, but it isfar from evident that rationa animas necessarily choose Nash equilibrium srategies.
To describe the behavior of rationa animalsin game-theoretic Situations, we must introduce ideas
about the players’ expectations and about their risk preferences. To see how, take another look at
thegamein E.17. From the point of view of A, his three pure strategies are three prospects with
known consequences and unspecified probabilities. The probabilities specify A’s ideas asto how
B goes about choosing histwo drategies. Similarly, to B histwo grategies are prospects with
known consequences and unspecified probabilities. The probabilities describe B’ sideas as to how
A goes about choosing his three strategies. A and B must use the information they possess about
each other to evauate the pertinent probabilities, rank the resulting prospects, and determine thelr
respective good choices. A’sand B’s probability assgnments and risk preferences are not common

knowledge. The next example eaborates on these idess.

E.18 Consider the gamein E.17 without the dominated strategies, and assume that both A and B assign
probabilities to the strategies of their opponent in accordance with the principles of Dempster and Shafer. A
argues that B has no good reason for preferringa tob. So he assigns the following basic probabilitiesto B's
choice of strategies:

ma({a}) =va=m({b}) and my({a,b}) = 2.
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B on hisside argues that A has no good reason for preferring b to ¢ and that thereis achancethat A isaverseto
uncertainty. So he assigns the following basic probabilitiesto A’ s choice of strategies:
ms({b}) =¥a=mp({c}), me({b,c)) =¥ ms({d}) = 1/6, and ms({ b,c,d}) = 1/12.
Also, both A and B in uncertain situations rank their prospects according to the prescriptions of Kjell Arne
Brekkethat | detailed above. Thus, for A we find that
Wa({a}|b) =200, Wa({b} |b) = 40, W({a,b} |b) =40, and V4 (b) = ¥4 200+40) + %2 40= 80;
W({a}lc) =50, Wa({b}|c) = 200, Wa({a,b} |c) = 50, and Va(c ) = ¥/450+200) + 2 50= 87.5; and
Wa({a}d) =100, W({b}|d) = 100, Wa({a,b}|d) = 100, and V(d) = 100.
For B wefind that
W; ({b}|a) = 75, W5 ({c}a) = 300, W({d} [a) = 50, Ws({ b,c} [a) = 75, W({ b,c,d} [a) = 50; and
W({ b} |b) = 300, We({c}|b) = 65, W({d} |b) = 45, W({b,c} |b) = 65, Wx({b,c,d} |b) = 45 with
Vi(a) = Y475+300+75) + 1/6 50 + 1/12 50 = 1500/12 = 125, and
Vi(b) = Y4300+65+65) + 1/6 45 + 1/12 45 = 1425/12 = 118.75.
From this we conclude that A will choose strategy d, and that B will choose strategy a. Neither one of them has
reasons to regret their choices. This solution showswhy A'sd strategy in the E 3.8-game cannot be eliminated

unlessit is common knowledge that A is an expected utility maximizer.

The game-theoretic Stuations we consdered above are prototypes of alittle part of the game
Stuations we face in economics. In other cases we must consider the possibility of preplay
communication, the strategic aspects of threats, and the advantages of cooperation. Economigts
have devised dl sorts of theoretica models to go with such possibilities. Some are easy to grasp and
others are quite fancy. Here the important thing to notice is that the rationality that these theoretical
moddls prescribe need not have much in common with the rationdity of rational animals. The
empiricd relevance of the characterigtics of rationd choice in these modds must be confronted with

data before we can accept them. | shdl give two examplesto illugtrate what | have in mind.

A long time ago, 1950, John Nash ingsted that any solution of a two-person bargaining
problem must satisfy four, supposedly, reasonable conditions. Pareto-optimality, symmetry,
independence of irrdevant dternatives, and invariance to linear transformations of utility. Ingenious
experiments in economic |aboratories have demondrated that most experimenta bargaining
outcomes satisfy the firgt three conditions and fail to satisfy the fourth (cf. Davis and Holt, 1993, pp.
242-275). Thefalure of the fourth condition is problematic for game theoritsswho insst that it is

common knowledge in games that players rank mixed strategies according to their expected utility.
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The utility function of an expected-utility maximizer is determined up to a positive linear
transformation.

Multistage games usudly have many Nash equilibria Multiple equilibria are problematic for
apogtive theory of games, and have led game theorists to look for refinements of Nash equilibria.
One such refinement is Reinhard Sdlten’ sidea of a subgame perfect Nash equilibrium in which the
players drategies establish Nash equilibriain each and every subgame (cf. Sdlten, 1965). Subgame
perfect Nash equilibria have interesting characteristics one of which is that they rule out noncredible
threats off the equilibrium path. They dso carry with them intriguing questions for rationd choicein
multi-stage games. Hereiswhy. In any given case we find Sdten’ s equilibria by so-called
backward induction, and backward induction arguments are questionable. A number of laboratory
experiments have demonstrated that subjects are not good at backward induction (cf. Davis and
Holt, 1993, pp. 102-109). Also, as evidenced by Selten’s own ‘ chain-store paradox,’ they can
lead to unreasonable equilibria. Findly, one aspect of rationa choice, on which Sdten ingdts, is
dubious: If your opponent makes adraw that seems foolish to you, do not question his retiondity!
Leading game theorigts agree that such advice is controversd, and some of them are looking hard
for aconcept of rationdity that will rescue the backward induction argument (cf. Asheim,1999).

IV Modeling Rationality in Econometrics

Aspects of rationa choice surface in econometrics in two very different ways. We find ideas
of rationdity in the models that econometricians etimate. These ideas usudly originate in the
economic theories on the basis of which the models are constructed. Notions of rational choice dso
enter the way econometricians choose their strategies in the game-theoretic Stuations they face. The
games econometricians play are of two kinds. There are games ‘againg’ the profession in which an
econometrician’s academic successis a stake. Besides, there are games ‘againgt’ Nature in which
econometricians search for strategies that will minimize their expected losses. In this section we shall
discuss both how econometricians modd rationdity. How they choose good strategiesin game-
theoretic Stuations will be the topic of Section V.



&

From our discussion of rationd animals and rationality in economicsiit follows that we cannot
put stringent requirements on the characteristics of rational animas good choices. We can indst that
in agiven choice Stuation araionad animal will rank available aternatives and choose one thet he
ranks the highest. We can probably dso ings that arationd animd in Smilar choice Stuations will
make the same choices. If we ingst on more than that, we are likely to find that there are sample

populations in which these requirements have little empirica reevance.

As we have seen, the preceding facts do not deter economists from imposing severe
requirements on rational choice in the Situations that they consider. The requirements on which
economigsingst find their way into the models of individua behavior that econometricians congtruct.
| shal show how in two different cases, rational consumers and retional expectationsin

Macroeconomics.

IV.1 Rational Consumers

In the theory of consumer choice under certainty the consumer ranks commodity bundles
according to the values of a utility function. The available bundles are the ones that satisfy the
consumer’ s budget congtraint. And the consumer’ s good choice is the commodity bundle that
among al available bundles maximizes his utility. The theory’s demands on rationd behavior come
as a consequence of the conditions it imposes on the domain and functiond characterigtics of the
utility function. For example, suppose that we identify a commodity bundle with avector in R." and
assume that the utility function, U(.), isredl valued, continuous, drictly increasing, and drictly quasi-
concave with domain R.". Then we can show that the consumer’s choice of commodity bundles, X,
varieswith histotal expenditure, ¢, and with the commodity prices he faces, p, in accordance with
the values of awell defined vector-vaued function, f(): R« R. ® R.". Thefunction, f(¥, isthe
consumer's demand function. It is(cf. Stigum, 1990, pp.184-189 ) continuous, homogeneous of
degree zero, and stisfies three interesting conditions. Samuelson’s Fundamenta Theorem of
Consumer Choice, Houthakker’s Strong Axiom of Revealed Preference, and

(i) pf(p.c) =c.
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If we add the assumption that U(.) is twice differentiable, we can deduce that dmost everywherein
R.."" R. theith and jth component of f(.) satisfy the equations,

(i) i (p,o)/Mp; + fi(p,0)Tfi(p,c)/fic < Ofori=1,..n; and

(iii) Tfi(p.c)/Mip; + fi(p,o)TMfi(p,0)/Tic = Tfi(p.c)/Mpi + fi(p,)1fi (p.c)/flc for 1£i jEN.

We can ds0 show that, where the derivatives exist,

(iv) the i’ n Sutzky matrix, [fi(p,c)/1p; + fi(p,c)1fi(p,c)/Ic], is negetive semi-definite,

The preceding restrictions on a consumer's good choices enter in various ways the models of
individua behavior that econometricians build. Some econometricians assume that the pertinent
utility functions belong to a certain class of functions and derive explicit expressions for the
components of f(3¥. Their demand functions will satisfy conditions (i)-(v) by construction.
Unfortunately, the known classes of utility functions from which we can derive explicit expressons
for f(3} are rather limited. Also, their members yield demand functions thet, in addition to satisfying
conditions (i)-(v), have properties that seem arbitrary and of little empirica relevance.

E.19 Consider the Klein-Rubin utility function,
log U(x) = &-."bjlog(x - ), wherex >g,g2 0,b; >0, anda;,"b; = 1.
The corresponding demand function,
F(p.0) = (b/a;-1"by)([c- &j=1"pg 1/p) + g, i=1,...n
satisfies conditions (i)-(v) abovefor p>0and c¢>4&;-,"p;g. Inaddition, it hasa Slutzky matrix whose off-

diagonal elements are all positive. The latter property has probably little empirical relevance.

Other econometricians formulate systems of demand functions the estimated versions
of which they believe will approximate arbitrarily closely the true demand function. Thiscan
be done in severd ways. Hereisone of them: Condder atwice differentiable, Strictly increasing,
drictly quasi-concave utility function, U(%, the associated demand function, f(3¥, and the cost function,

(V) C(up) =min{px: X R", andU(x) 3 u},ul rangeof U}, andpT R.."



We can show that C(¥} is (1) continuous and amost everywhere twice differentidblein (u,p), (2)
increasing in u, and (3) nondecreasing, homogeneous of degree one, and concave in p. Moreover, if
we let ¢ = C(u,p) and solve the equation for u to get u asafunction of ¢ and p,

u=U"(c,p), we can show that U™ (¥ is the indirect utility function; i.e, that

(Vi) U¥(cp) = U(F(cp)),

and that, whenever the pertinent derivatives exist,

(vii) w = pifi(c,p)/c = Tlog C(u,p)/flog p , i=1,...,n.

(viii) w = pifi(c.p)/c = - (TU"(c,p)/fllog p )(TUM(c.p)/ log ©), i=L,....n.

Now, it isafact that if afunction, C(}: R.~ R.." ® R, hasthe properties we ascribed to
the cogt function above, thereis atwice differentiable, strictly increasing and gtrictly quasi-concave
utility function, U(¥: R."® R, relative to which C(} is a proper cost function. This and equation vii
above suggest an interesting way to generate gpproximate demand functions. Ddlineate afamily of
functions, { C*(¥: al someindex set,A}, the members of which can be used to approximate a cost
function, C(¥, in aneighborhood of any given pair, (up) T domain of C(¥, and proceed to estimate
the pertinent version of

(ix) w = flog C*(3/log p , i=1,...,n.

E.20 A good example of this procedure is Angus Deaton and John Muel bauer's generation of their
Almost Ideal Demand System (AIDS) (cf. Deaton and Muelbauer, 1980). They delineate the family of
approximating functions by the equations,
® log C*(u.p) = ulog b(p) + (1-u) log a(p), ul [0,1],and pT R..",
(xi) log a(p) = ao +&;1"a; log pi + (U2) &;-," &;-," g; log p; log p; , and
(i) log b(p) = log a(p) + boP 1" p .
From these equations they derive the following version of equation (ix):
(i)  w;=a;+b;log (c/P) +4&;-," g; log p; , where
(xiv)  log(P)=ao+4a"a;logp+(12) &i" &;-" g; log pi log p;



with g = (U2)(g," +g;).

An gpproximating function need not have al the properties of the function it gpproximates.
The C?(3 of Deaton and Mudlbauer satisfy conditions (1) and (2) of acost function. They dso
satisfy the homogenety requirement in (3) if weingg that

(XV) éi:ln a; = 1; é.i:ln éj:ln g = O; and é.i:ln bi =0.

However, they need not be everywhere nondecreasing and concave in p. With the restrictions (xvi)
bel ow added to equations (xv),

(XVI) é.k:]_ngj =0, i= 1,...n,

the share equations that Deaton and Muellbauer's C*(3 generate are homogeneous of degree zero
and satisfy conditions (i) and (iii) above. However, they need not satisfy condition (ii). Hence their
Sutzky matrix need not be negative semi-definite. Also, for large enough c, the estimated versions of
the share equation, (xiii), will violate the conditions,

(xvii) wi [01], i=1,.,n.

The preceding observations imply that the share equationsin (xiii) cannot beused ina
theory-data confrontation to test the theory of consumer choice. That fact has prompted many
econometricians to look for aternatives to Deaton and Muelbauer's AIDS. R. Cooper and K.
McLaren are two of them (cf. Cooper and McLaren, 1996). They claim that it is not necessary to
generate estimable functions that satisfy the conditions of the consumer demand functions
everywhere. For example, the demand function of the Klein-Rubin consumer satisfies the required
conditions only intheregion, p>0and ¢> a&;-," pig. Also the estimated share equations in (xviii)
will satisfy the conditionsin (xxii) for dl (c,p) in the sample. Such observations suggest to Cooper
and McLaren that it sufficesto look for families of generating functions that produce functions the
estimated versons of which should have the characterigtics of demand functions at al pairs, (c,p) ina
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given sample. The empirica relevance of the theory will then depend on the estimated functions
having the required properties.

E.21 One of the families of generating functions that Cooper and McL aren have described isthe
following family of indirect utility functions,
(xvii)  UMc,p) = ([(c/kPD)™- 2)/n) - (c/P2)".
HereOEh£1, m? -1, k >0, and Pj(p), j=1,2, are two price indexes that are continuous, homogeneous of degree one,
nondecreasing and concave and satisfy the condition,
(xviii) Pi(1) =1, and Fj(p) > 0forpl R..,",j=1.2.
The members of thisfamily have all the properties of an indirect utility function in the region, {(c,p): c
> KkP1(p)}. The demand functionsthat the members generate satisfy conditions (i)-(v) in the sameregion. If the
theory is correct, then the estimated versions of these demand functions should also have the required properties

at all pointsin the sample.

V.2 Rational Expectations

Consumer expectations play no role in the theory of consumer choice under certainty. Asa
conseguence, expectations have no representation in most econometric models of consumer choice.
That is disconcerting in as much as expectations in the theory of consumer choice under uncertainty
play havoc with many of the theorems that we have recanted above. For example, both Samuelson's
Fundamenta Theorem (condition (iv) above) and Houthakker's Strong Axiom of Reveded
Preference are invaid. The semi-definiteness of the Slutzky matrix (condition (v) above) isaso
suspect.  The reader can find details concerning these mattersin my 1969 article on "Generd
Equilibrium under Uncertainty” and in chapter 30 of Stigum, 1990.

We encounter expectations in econometrics both in the form of an adaptive expectations
hypothesis and in the form of arationd expectations hypothess. Here we shdl discussthe latter. In
1961 John Muth suggested that we consider individual decison makers expectations to be informed
predictions of future events that coincide with the predictions of the relevant economic theory. In
doing that we could ensure that our theories descriptions of individua behavior would be consstent
with the pertinent decison makers bdiefs about the behavior of the economic system. Muth'sidea
of expectations formation congtitutes the essentia ingredient of the Rational Expectations

Hypothesis (REH) in econometrics.
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In the 1970's the REH surfaced in macroeconomic studies of inflation and the naturd rate of
unemployment. Economists observed that it was in the best interests of workersto be able to
predict the rate of inflation aswell as possble. To be successful in doing that the workers needed to
take into account dl available information, including forecasts of changes in monetary and fisca
policies. Such information notwithstanding, individua workers might not make accurate assessment
of probable changesin the price level and different individuas were likely to make different forecadts.
Still, so economists hypothesized, on the average the workers predictions would be right. Also the
mistakes which the workers as a group made in forecagting the rate of inflation would be random and
uncorrelated with the information they possessed. These ideas find expressonsin the
macroeconomic model | describein E 3.13 | have learned of the model from Hashem Pesaran
who ascribes it to Robert E. Lucas (cf. Pesaran, 1987, pp. 26-29)..

E.22 Suppose that the behavior over time of an economy can be described by the following system of

equations:

(6] ye+p=m+v, t=12,...

@ ye-y=a(p.-p)+e,t=12,..

€) ye=yd, t=12,..

Herey®,y®, and y are the logarithms, respectively, of the demand (for), supply, and natural level of aggregate
output. Also, p and p* are the logarithms, respectively, of the actual price level and the price level that the
members of the economy in one period expected to prevail the next period. Finally, m and v are the logarithms,
respectively, of the money supply and the velocity of money, t records pertinent periods, and{ g ; t=1,2,...}
constitutes a purely random process with mean zero and finite variance.

Suppose next that m is an exogenous policy variable and adopt the rational expectations hypothesisthat,
for eacht, pi* equals the economic system's best prediction of the value of p.in period t-1. By solving equations
(2)-(3) for p; we find that

& p=(a/(1+a)) p + (U(1+a)) (M+V -y - €).
Also. by taking expectations of both sides of (4) conditional on theinformation set in period t-1, W, ; , wefind
that the best predictor of py, p; , is given by the equation,
©) b= (a/(1+a)) p + (U(1+a)) E{m +v -y - &| Wia},
It follows from (5) and the REH that
©) pr =E{m+v-y-eWi}.
If we now combine (6) and (4) and take expectation of both sidesin (4) with respect to W, ;, we can conclude that
() E{p [Weid =E{m+Vv -y - e Wei},
and hence that
) P = E{pdWe4} .
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The last equation shows that the price expectations of the members of the economy are valid on the average.

Also, since E{ p; - pi*| We1} = E{pd W.1} - pi* =0, the equation implies that the prediction error in one period is

uncorrelated with the variablesin the preceding period's information set.

E.22 gives agood idea of the role the REH plays in macroeconomic models. In reading the
example the reader ought to note the severe knowledge requirements that the hypothesis places on
the members of the economy. They are supposed to know both the true structurd modd of the
economy and the data generating process (DGP) of endogenous and exogenous variables dike.

In E.22 we did not characterize the DGP of the exogenous variables. One way to
accomplish that is to assume that the m and the e, in equations (1) and (2) satisfy the following set of
equations.

9 m=rmay+ X, t=1,2,...,

wherer T (0,1), and {x.:t=1,2,...} isapurely random process with mean zero and finite variance

that is distributed independently of the e, .
(10)  EeWes} = E{x| W} =0,t=12,...
When we add equations (9) and (10) to (1)-(3), we can show that
1) y=y+(@@A+a))(ax;-e),t=1.2,.., and
12 p=rmg+v-y+@@A+a)x-e),t=12,...
Thus, if the postulates, (1) - (3) and (9) -(10) are vdid, it follows from equation (11) that only
unforeseen changes in the money supply affect the equilibrium leve of y. Also, equation (12)

provides an explicit form for the linear best predictor of the price levd.

Indl likeihood there are few rationd animds with the kind of knowledge that the REH

requiresin macroeconomics. It is, therefore, interesting that in financia markets and in markets for
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foreign exchange the arbitrage activities of a smal number of knowledgegble traders might suffice to
bring about rationa expectations equilibria. Supposedly, so economists argue, in their pursuit of
profits the knowledgeable traders will push their arbitrage activities to the point where the errorsin
their forecasts of the rate of return on holding securities or foreign exchange are uncorrelated with the
information they possess. The next example illustrates the dynamics of amarket for sharesin retiond
expectations equilibrium.

E.23 Consider the shares of some US Company, and let P, and d..,, respectively, denote the price of a

share at the beginning of period t and the dividends per share that the company pays at the end of periodt. Also,
let z., denote the rate of return on holding a share during period t. Then z.; = [dy1 + (Pe1— P)]/ P
Next, lety.,and 1, t=0,1,... , respectively, be avector of rates of return on holding a sharein each of n
different US companies during period t and the vector of the market’ s best prediction of the values of the
components of y., at the beginning of periodt. Also, let
Nyt = Y- 1o t=01,...,
and assume that the random process, { h: t=1,2...} isan orthogonal wide-sense stationary process that satisfies
the conditions,
Ehuilye...yo} =0,t=01,... ,and E{h{Yy...yo} =h,t=12,....
Findly, letj beann” nmatrix whose eigenval ues have absolute value less than 1; let y.,°denote investors’
expectations of the value of y,; at the beginning of period t; and assume that
Vel =Y+ (Vi—yo),1=01,....
If wenow let | ben” nidentity matrix and insist that | = (I+] )y, , we can invoke the REH,
=y t=012,...
and deduce from the preceding equations that
Vs = Bosser ()14 Wes+ s, t=0,12,..., and
Y1 =Yithu +jh, t=012,... ..

We can also show that the components of y. are cointegrated if therows of j are linearly dependent.

V Rational Choice in Econometrics

Econometricians make choicesin al sorts of Stuations. In some of them they choose among

possible research projects. In othersthey single out good ways to solve the analytica problems that
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come with the chosen projects. In gtill others they decide on how to present their results and where

to publish them. We shdl see what are the characteristics of rationa choice in these Stuations.

V.1 Research Projects

A project isaplan or aproposa. In econometrics aresearch project is an undertaken that
involves a concerted effort to solve atheoretical problem or to carry out an empiricd andyss. The
theoretica problem may be a problem in mathematica Statistics or a problem in economic theory.
Examples are the asymptotic properties of atest Satistic and the sdient properties of an aggregate
production function. The empiricd anadysis may consst in establishing the empirica rdevance of a
given theory, providing economic forecasts for government policy makers, or giving a scientific
explanation of regularitiesthat certain datadisplay. There are many other possibilities.

In choosing among research projects an econometrician must take into account his own
technical expertise and the ideas about which he would like to learn. He must dso consder the
avallability of dataand funding, and the possible use of collaborators. Findly, he must take into
account various strategic aspects that concern his career; e.g., the generd interest of each project,
the required time for their completion, and his tenure Stuation. Certainly, it makeslittle sensefor him
to choose aresearch project that involves technica expertise beyond his present capacity unless he
isinterested in acquiring the required extra knowledge or can count on the collaboration of an expert.
Similarly, it makes ittle sense for him to choose a research project that requires data collection and
long time to complete unless his tenure position and sdary are not affected by the required

completion time.

At agiven point in time, therefore, what condtitutes a rationd choice among research
projects, depends on the pertinent econometrician's research interests, his knowledge, and his
awareness of possible research projects. It aso depends on the environment in which he works and
on the financid resources of his academic community. Findly, it depends on the place in the career
ladder in which he operates. A Ph.D student may find it advantageous to work on problems that
interest his thess adviser since that may provide him easy access to funding and expert advice. Ease
of funding and the research interests of colleagues may aso be the deciding factorsin ayoung
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econometrician's choice of research activities. For a more established researcher the search for
knowledge and the desire to help solve his country's pressing economic problems may be the

overriding reasons for his selection of research topics.

Choosing aresearch project is amultifarious process. Thomas Kuhn envisionsit as a choice
between normal-science puzzles that might throw light on relevant aspects of some given scientific
paradigm (Kuhn, 1970). Imre Lakatos thinks of it as a choice between positive heuristics of a
research program that needs development (Lakatos, 1978). Findly, Karin Knorr-Cetinains s that
it is part of asocia process of negotiation that is Stuated in time and space and should not be
andyzed with the logic of individua decison making (Knorr-Cetina, 1981, p. 152). It isquite clear
that many of the theoretical problems that econometricians tackle can be viewed as normal-science
puzzles. Itisdso evident that it is possble to think of an econometrician's empirica work as
providing the right of existence for positive heurigtics of a pertinent research program. However, |
do not believe that Knorr-Cetina's view of the products of science can be used to describe an
econometrician's choice among research projects. For the average econometrician hisown

evauations are as important as the socid process of negotiation in which he a times may find himsdf.

| have no case study other than my own on which to base my opinion about the way that
econometricians choose their research projects. Except for details and agood hit of luck, my case
study is probably like the case study of any representative US econometrician. It will, therefore,

sarveto illugtrate the ideas that | have tried to express above.

E.24 AsaPh.D. student | decided on my own the thesis topics on which | wanted to write, and | chose
my thesis advisor accordingly. My thesiswas accepted in 1962, and after further studies, its three parts appeared
asjournd articlesin 1964, 1967, and 1969.

Inmy first real job as an assistant professor of economics | found myself less than a hundred yards from
an outstanding math department with an extraordinary group of probabilists and mathematical statisticians. They
invited me to participate in aseminar in which we were to read anewly published book on a certain family of
random processes. The seminar discussions were very inspiring and, for me, resulted in four published papers.
Thefirst | wrote alone. The other three were joint work with one of the other seminar participants.

In 1968 | accepted ajob as an associate professor of economics at anew university. Therel decided
that it was time to write an applied econometrics paper. A few years back, two distinguished professors had

published interesting studies concerning risk aversion and choice of safe and risky assets. Also, researchersat a
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government institution had collected data that, on the surface of things, looked suitable for atest of the
professors' ideas. So | reformulated the theory on choice of safe and risky assets for the empirical analysis,
received copies of the given data, found awilling expert on computers at a neighboring University to help me out
with the data analysis, and was all set to start thetest. Then | discovered an aggregation problem in the theory
that had to be solved before | could carry out the empirical analysis. The solution to the aggregation problem |
found first ten years later with the help of resultsthat colleagues at other universities published in 1974 and 1976.

In the latter part of the seventies | moved as afull professor of economicsto athird university. There my
salary was determined independently of my publications. That gave me a chance to devote most of my freetime
to writing a monograph on methodol ogy that | thought my profession needed badly. Inthe process| also
managed to finish the empirical analysis of risk aversion and the choice of safe and risky assets. Thereults form
two long chaptersin my methodology book. The latter a distinguished university press was kind enough to
publishin 1990.

To al this| should add that when the opportunity presented itself in 1968, | chose to move from one
economics department to another that had more people working on problems of interest to me. The new
department was avery inspiring and congenial place in which to work. So, while waiting for a solution to my
aggregation problem, | published roughly two papersayear. | resigned in 1978 for family reasons alone not
knowing that Frau Fortuna was still looking out for me. My third university had a math department with an
excellent group of logicians and two extraordinarily helpful computer experts. Without them | might still be

working on my monograph.

Over time the choices of research projects that the members of an academic community
make have an interesting dynamics of itsown. In seminars and conferences, econometricians present
thelr results, exchange ideas about each others research projects, and share information about
theoretica and applied resultsin related areas. In that way the current results of some may provide
ingpiration and important inputs for future sudies of others. Also, the cumulative efforts of many may
provide knowledge for government agencies and central satistical offices that will lead to better
ways of collecting satitical information and to the collection of new and interesting data. Findly, the
shared information about theoretical and gpplied developmentsin related areas may suggest new and

exciting research opportunities for the seminars and conference participants.

Three examples of the dynamic process that | have in mind are the elusve Phillip's curve, the
current estimates of vintage price functions and depreciation profiles for the US Nationa Income and
Product Accounts (N1PA), and the many arch- and garch models of financia markets. Thefirst
originated in E.B. Phillips study of "Inflation and Unemployment in Gresat Britain during the period
1881-1957" (Phillips, 1958). It resulted in decades of concerted efforts by econometicians to
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edtablish a gable rdationship between the rate of inflation and the rate of unemployment in
economically developed countries. The second can be seen as the result of four decades of joint
work by Dae Jorgenson and many others to provide the US NIPA with internally cong stent
measures of capital stocks and depreciation profiles (Fraumeni, 1996). The third was the result of
Rob Engle's discovery that characteristics of the conditiond variance of awide-sense sationary

process have an interesting bearing on the efficient market hypothesis (Engle, 1982).

For dl | know, it might be a good way to view an econometrician's choice of research
project as the choice of a puzzle that needs a solution. Then we could think of E.B. Phillips paper as
asearch for a degp parameter in Keynesian macroeconomics. Similarly, we could consider Dde
Jorgenson's et d'swork as ajoint venture to determine how best to measure the depreciation of
various kinds of capita assets. However, | bdieve that such aview of these research activitiesis
missing a very important point: Good econometric work has three sides, an economic side, a
datistical Sde, and an gpplied Sde. These Sdesinteract in interesting ways in the dynamics of
research choice. Looking back at the development of econometrics during the last fifty yearsislike
watching a beautiful mountainsde full of crisscrossng pathsthat am for thetop.  If we were to take
ahike aong one of the paths that emanate from E.B. Phillips paper, we might meander through
various gpplied papers, discover papers by Ed Phelps and Milton Friedman on the natura rate of
unemployment, run across Robert Lucas introduction of the REH in macro economics, and wade
through papers on the statistical problems of andyzing REH modd s that Hashem Pesaran describes
sowdl in hisbook on The Limits of the Rational Expectations Hypothesis. At some point the
path would come to a halt in waiting for another econometrician's choice of research project to carve
out the next few meters. If we should come back to this point next year, we might find thet the
choice has resulted in a discourse on the dire effects of multiple equilibriain the labor market, the
discovery of anew deep parameter in macro economics, or, smply, anovel way of applying the

GMM egtimation method.

V.2 Model Selection

Each research project comes with problems that require solutions.  Solving them involves

choices of avaried kind. Here the problems that an econometrician encounters in sdecting models



for hisempirical work are of specid interest. We shal, next, discuss characterigtics of rationa choice
in solving model sdection problems.

Modd sdlection in econometricsis not an easy task. A long time ago, Edward Leamer
observed that the data banks of the Nationa Bureau of Economic Research (NBER) contained
time-series data on two thousand macroeconomic variables. With these data, a given
econometrician who restricts himself to exactly five explanatory variables, can esimate 2.65° 10"
different linear equations (Leamer, 1983). Using one second on each equation, it would take him
more than thirty-one million years to estimate dl of them. The econometrician does not have that
many years. S0, if heisto usethe NBER data, he must select a subset of the available variables and
search for auseful linear or nonlinear relation among them. Mode sdection in econometricsis about
how best to choose variables for an empirical analysis and about how to search for the linear or

nonlinear relations among them that will best serve the purposes of the andyss.

V.2.1 BridgePrinciples

To me an empirica econometric andyssis an ingant of an economic theory-data
confrontation. So, in our discusson of mode selection we shall take for granted that the pertinent
econometrician has a theory that he intends to confront with data. We shall so assume that the data
he will use belong to a data set that he or somebody else has collected. Findly, we shdl assume that
he has dready chosen a data set for hisempirical andyss. Then, the first problem our
econometrician must solve is how best to relate the variables in his theory to varigblesin his data
universe; i.e,, to variables and congtants whose va ues he has observed and to function- and

predicate variables that he has created with them.

Reating theoreticd varigblesto variables in adata universe in ameaningful way is atricky
meatter that requires both a good grasp of economic theory and knowledge of related empirica work.
For example, in sudying consumer choice we must decide on the reference of ‘consumer’ and find
good ways to measure some of hisor her characteristics. We must also account for the fact that the
theory is about choice of sngle commodities and assets while our data usudly refer to aggregates of

commodities and assats. Finally, we must search for reasonable measures of prices of aggregates



and decide whether to to treat variables like permanent income as unobservables or look for good
proxies. Whatever choices we make, we must provide judtification for them with reference to theory
and related empirical work. We must aso account for them in explicitly formulated bridge principles
that relate the theoreticd variables to variables in the data universe. Without the bridge principles the
results of the empirica andysiswill be hard to interpret.

E.25 How best to relate variables in atheory universe to aggregates in a data universe is a problem that

arises in many situations in econometrics. The role that economic theory might play in the search for solutionsto
such problemsisinteresting. Here are three examplesthat illustrate what | have in mind.

The theory of consumer choice under certainty concerns choice among single commodities. What the
theory says about demand for single commodities need not be true of demand for composite commodities. Itis
true, according to the Hicks-L eontief aggregation theorem, if the prices of the components of each composite
aways vary proportionately among themselves. (Stigum, 1990, ch. 10) contains proof of thistheorem.

Kenneth Arrow's interesting theorems concerning consumer choice among one safe and one risky asset
need not be valid for choice among one saf e asset and one aggregate of risky assets. They arevalid if the
consumer's utility function belongs to one of two classes of such functionsthat D. Cass and J. Stiglitz delineated
in 1970. For a discussion and proof of thisfact cf. (Stigum, 1990, ch. 12).

In the standard theory of entrepreneurial choice the firm produces one output with the help of capital,
labor, and an intermediate product. Usually, the theory faces data on firms that produce several different
products with the help of various intermediate products and many different kinds of capital and labor. Itis,
therefore, relevant that afirm's production function must satisfy stringent requirementsin order that we be ableto
write its output as an aggregate whose production is afunction of a capital aggregate, alabor aggregate, and total
expenditures on intermediate products. Some of these requirements are detailed in (Fisher, 1968) and (Stigum,
1967b and 1968).

The theoreticad variables and the varigbles in the data universe are jointly distributed random
variables. Hence, the econometrician can specify properties of the probability ditribution of the
theoretical variables and use them and his bridge principles to derive sdient characterigtics of the
process that generated his data - the DGP. If he proceeds in that way, he can test the empiricd
relevance of histheory by checking whether the theory, when trandated by his bridge principles,
makes atigticaly valid predictions about characteristics of the data.

Our econometrician can aso delineate properties of the DGP from scratch and, then, use

them and his bridge principles to deduce sdient characterigtics of the probability distribution of the
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theoretica variables - the TGP. If he proceeds in that way, he can test the empirica relevance of his
theory by checking whether the properties of the TGP are in accord with the prescriptions of his
theory.

It must not go unnoticed here that in the first case dl tests concerning the empirica relevance
of the theory are carried out in the data universe. In the second case dl tests of the empirica
relevance of the theory are carried out in the theory universe - the universe of the theoretica
variables. Whether the econometrician has a choice asto in which universe to carry out histedts,
depends on the way he chose to formulate his bridge principles. Since thisis an important fact, |
shdl give severd smple examples below to illustrate what | have in mind.

E.26 Consider the five-tuple of real-valued random variables, (y,u,c,x,z), and assume that the first three

components reside in the theory universe and that the last two roam around in the data universe. Suppose also
that, according to theory, TH isvalid.

TH: Thereisafinite, positive constant, k, such that ¢ = ky.
Finally, assume that the variables in the two universes are related as follows:

Bl y+u=x,and B2: c=z
We shall consider three different cases for the analysis: I, Il, and I11. In each case we assume, without say, that a
deamon has produced N independent draws of the values of y,u,c,x, and z, and that he has only revealed to usthe
N values of the pair, (x,2).

I. Inthis case we impose conditions on the probability distribution of the theoretical variables and use
these conditions and the bridge principles, B1 and B2, to deduce restrictions on the probability distribution of the
pair, (x,z). Specificaly, we assumethat A isvalid.

A. The means and variances of y, u, and c, are finite and satisfy the conditions, Ey >0, Eu=0, Ec > 0,

rw=0,8,°>0,5,>>0,and s’’>0.
From these conditions and the bridge principles we can deduce the validity of Tl 1.

TI 1: If A, B1, and B2 arevalid, then the means and variances of x and z arefinite and positive.
Those are the only restrictions on the distribution of x and z that we must heed when we search for a distribution,
CGDI, of x and z that, in David Hendry's terminology, generates a congruent model of our data.

The theory that we formulated in equation TH and the bridge principlesimpose further restrictions on
the distribution of x and z that the CGDI might not satisfy. Herethey are:

TI 2: I1f TH, A, B1, and B2 arevalid, then it must bethecasethat zZk =y, x-zk =u, EzZ/Ex=k, sKk*=
s,7and s,2-s/k=s,.
Theinteresting part of T1 2 isthat the conclusion holds only if the covariance of x and z satisfies equation HI.

HI. 1y, =Sk

Checking whether HI with k = Ez/Ex isvalid, provides uswithatest of TH and A in the data universe.
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I. Inthis case we start by deriving the distribution of x and z that generates the pertinent gongruent
model of our data without making any assumptions about the distribution of y, u, and c. With thisdistribution
and the bridge principles on hand we can establish the following theorem:

TII.1: Let CGDII bethe distribution of (x,z) that in case || generates the pertinent congruent model of our
data, and assume that B1 and B2 are the bridge principlesthat relate the components of (y,u,c) to (x,z). Then the
following equations must bevalid: Ey + Eu= Ex, Ec=Ez,s,*+2r ,, +s,°=s,%, ands.’ =s/.

TII.1 and TI1.2 below demonstrate that we cannot construct a test of TH in the theory universe without
making appropriate assumptions about the distribution of (y,u,c).

TIl.2: If TH, B1, and B2 are valid, and if (x.z) isdistributed in accordance with CGDI|, then the following
equations must hold: y = z/k, u=x - zk, Ey = Ez/k, Eu= Ex - Ezk, 8, s /K, 1y, = 1,k - sk, and s,2=s,2-2r ,
Ik + s 21K

I11. Inthis case we proceed the way we did in Casell, and we let CGDII be aswe described it there. To
obtain atest of TH in the theory universe we must add to TH a condition on the distribution of (y.u.c). The
required conditionisstated in TIl1.1.

TIHI.1: Supposethat TH, B1, and B2, arevalid. Suppose also that Eu=0andr ,,=0. If (x,2) is
distributed in accordance with CGDI |, then the conclusion of Tll.2 isvalid. Inaddition, it must be the case that
H* isvalid aswell.

H*: ks,>=r ,, withk = EZ/Ex.

Then H* provides uswithatest of TH, Eu =0, andr ,, = 0in the theory universe.

There are two aspects of the preceding example that are specid. Firgt of dl, in anayzing the
three cases we implicitly assume that we are engaged in an analysis of N independently and
identicaly distributed observations on the pair, (X,z). That alows usto coach the discusson in terms
of properties of the distribution of (y,u,c,x,z) instead of the distribution of the demon’s N
independent draws of the given five-tuple of random variables. Except for the smplicity in
presentation, the ideas that the example illustrates generdize to analyses of pand data and time-

siesdataaswel.

Secondly, the bridge principles involve al the components of (y,u,c,x,z). That isnot
generdly the case. In atheory-data confrontation often only a subset of the theory's variables are
involved. Who they are depends both on the data and on the kind of confrontation the
econometrician hasin mind. Also the data we use are often constructs that we have creasted with the

help of many auxiliary varidbles. Usudly, only afew of the latter play an independent rolein the
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theory-data confrontation. Those that do not and the | eft-out theoretica variables are not related to
each other and to other variablesin the bridge principles.

V.2.2 Data Analyses

Choosing varigbles for the data universe in a prospective theory-data confrontation is
difficult. Itis, therefore, important to be avare that the choice might have fundamenta consequences
for the relevance of the empirical results. Left-out variables can confound causal relationships and
lead to misrepresentations of dynamic characterigtics. To see how, just envision yoursdlf studying
the effect of aretraining program for unemployed workers on their employment possibilities. You
have observations from two digoint groups of individuas one of which has been exposed to the
retraining program. To avoid confounding causa effects, you must find away of rendering the
groups observationdly equivaent. That requires having observations on a number of the sdlient
characteristics of each group. To avoid misrepresenting dynamic characterigtics of the labor market,
you must dso find appropriate numbers of lags for the variables that end up being included in your
andyss.

Theideaof confounding causd relationshipsis related to the idea of noncollgpsibility in
regresson andyss. Suppose that the theory in the theory-data confrontation ingsts on a causal
relation between two variables, X and z, in which X is the dependent variable and z is the independent
variable. Suppose aso that we have independently distributed observations in the data universe on x
and z, and on the variable, v. Finaly, suppose that that the three data variables have finite means and
variances, and that there exists afunction, G(3: R® R, such that

G(E{x|z}) =a + bz, and G(E{x|zv}) =a+ bz + cv.

Then the regresson of x on zv is collapsible for b over v if b =b (cf. Greenland et a, 1999, p. 38).
If itis, wemay ignore v in our search for the causa relationship between x and z.
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It is not the place here to discuss sufficient conditions for collgpsibility. However the
rel ationship between collapsibility and rationdity in modd sdlection isreevant. For that purpose
obsarve that, in the case considered above, there exist vectors of constants, (ag,b;) and (a,b2,¢,),

and variables, u and W, , with finite means and variances that satisy the conditions:

X=a +bzz+uw, E{u} =0, and E{zu} =0;

X=&+bz+cVv+w E{w} =0, E{zu,} = E{vu} =0.

With our data the least squares estimates of the congtants in these equiations are consistent, but might
be biased. They will be biased in the first (second) equation if E{u|z} (E{ wJz,v}) varies with z
((z\v)). A heteroscedastic uy (W) indicates that E{ x|z} is nonlinear. Therefore, many
econometricians will ingst that we look for alinear or nonlinear relationship between x and z and
other variables in the data universe in which the pertinent conditiona mean of the error term does not
vary with the vaues of the independent varigbles. E.27 gives an example of a successful search for
such ardation. The exampleisafredy recanted case study based on pp. 480-481 in (Anderson
and Vahid, 1997).

E.27 A andV have James Tobin's data on food consumption, household income and household sizein

the USin 1941. To determine the causal relationship between these variables they begin by estimating alinear
equation. Theresultisasfollows:
log FOODCON,; = 0.82 + 0.56 log HING; + 0.25 log AHSIZE +u;,i1 N
(01) (0.03) (0.09)
Diagnostic specification tests show strong evidence of heteroscedasticity and nonnormality in the residuals.
Also an LM test suggests that the variance of the residuals varies with the size of the sample's (income/houshold
size) groups. Thisindicatesthat aweighted regression might be appropriate. Running the pertinent weighted
regression, they obtain
log FOODCON, = 0.73 + 059 log HING, +0.23 log AHSIZE +u;.iT N.
(0.07) (0.02 (0.03)
Now testsfor heteroscedasticity and non-normality in the residual s fail to find evidence of misspecification.
However, an LM test for omitted nonlinearity indicates that the log-linear specification they areusingis
inappropriate. A and V end up choosing the following (weighted) regression asamodel of the causal relation
between the three variables:

Log FOODCON; =091 + 054 log HING; - 0.43 log AHSIZE +



(0.11) (0.04) (0.22)
0.17 (log AHSIZEE)(log HING)) +0.14 (log AHSIZE)?+u;.i1 N.
(0.08) (0.09)

Diagnostic tests based on this specification have failed to find any evidence of misspecification.

The preceding comments and examples illustrate some of the issues with which an
econometrician must cope in crossection analyses (CRA). The sameissues arisein time-series
andyses (TIA) aswell, but there they seem to be much moreinvolved. In CRA the vaues of the
variables we observe pertain to agiven period of time. In TIA we have observations on the vaues
that a set of variables assume in many different periods of time. In CRA we divide the varigblesinto
dependent and independent variables, and we ings that in the equations we estimate the error terms
be stochastically orthogond to the independent variables and homoscedagtic. In TIA we dso have
dependent and independent variables and we ing st that the error terms in the equations we estimate
be orthogonal to the independent variables and homoscedastic. 1n addition, we insst that the error
terms vary over time according to the laws of a purely random process, and that the parametersin
each eguation be independent of time. Findly, when we use the TIA modd for prediction, weingst
that the past values of the dependent variables do not affect the current values of the independent

variables.

In searching for afind modd that satisfies the stricturesthat | listed above (STR), different
econometricians will proceed in different ways. For example, a Baysian like Edward Leamer will
envison afamily of aternative modds and choose among them according their respective posterior
odds (cf. Leamer, 1983, pp. 288-291). A non-Baysian like David Hendry will start by analyzing the
empiricd relevance of the most generd, estimable, statistical modd that he believes can be
postulated initidly - that is his GUM (cf, Hendry, 1995, p. 361). In hisandyss, Hendry will use
standard testing procedures to weed out satisticaly inggnificant variables and to check whether the
reduced equations satisfy the pertinent STR. The weeding out process may lead to different termina
modd specifications. If it does, Hendry will choose as afind modd one whose characteristics cannot
be explained by any of the other termina modeds.

In my view there are three aspects of Hendry's method that are relevant here. One aspect is
interesting because it lays down arule for rationd choice in modd sdection. Specificdly, Hendry
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ingsts that the GUM contains a vector of parameters, m whose vaues the empiricd anadlysisisto
determine. A proposed step in the reduction processis allowed only if it does not lead to aloss of
information concerning the values of the components of m

A second aspect is interesting because it ssemsto exhibit an important lacunain Hendry's method.
In spite of Hendry’ singstence that he takes theory into account in his statistical andyses, | have
difficulties seeing where hypotheses such asthe TH in E.26 play arole in Hendry’ s reduction
process. To methe naturd place in Hendry’ s analysis to introduce hypotheses like TH is at the end.
Hendry’s find model provides a‘best possible representation’ of the DGP, and it is such models
with which we ought to confront our theoretica hypotheses. That brings me to athird aspect aspect
of Hendry’s method that is particularly intriguing to me. The reduction process may have many
termind models. Among them there may be many that cannot be encompassed by the other termind
modds. That suggests to me that we combine data confrontation of theoretica hypotheses and
choice of termina model in a decison-theoretic andlysis of the termina models. That can be donein
different ways and | shal describe one of them below.*

V.2.3 Statistical Decision Theory and Time-Series Analysis

In (Stigum, 19674) | developed a decis on-theoretic gpproach to time-series andyss that
can be applied in the left-out analyss of Hendry’ stermina models. Thisisso eventhough my
article concerns univariate time-series models only. With some obvious modifications my theoretica
arguments can be applied in multiple time-series analyses. In fact, with the gppropriate modifications
my decison-theoretic time-series analysis will apply to dl the cases we considered above since an
econometrician in characterizing a pertinent DGP must describe the bahavior of independent as well
as dependent variables. Unfortunately, the formalism in my approach isinvolved and, for the
uninitiated, the theorems are not easy to comprehend. Therefore, | shall here only sketch the ideas
thet | tried to convey in my paper.

In gatigtical decison theory the econometrician isagambler playing agame againg nature,
and the strategies of nature are identified with the unknown Satistica parametersin the relevant

problem. To describe nature s drategies in time-series andysis | need the following definition.
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D.1 Let (WA A ) beaprobability space. On this space a stochagtic process is afamily of
random variables, { S'x(w), tI T}, where x(3 is measurable with respect to A, and Sisasingle-
valued shift operator that takes A into itsalf and preserves complementations and countable
intersections of events. Also Tisanindex set. If T={...,-1,0,1,...}, then Sisassumed to have a

snglevaued inverse.

A time seriesis apartid redization of astochastic process. Hence most satistical andyses
of such series are conducted for the purpose of obtaining information concerning the structurd
properties of the underlying process. That involves studying characterigtics of the shift operator, S,
and a parameter, g, that in some sense determines the properties of the probability measure A (3 on

(W,A). Consequently, we can adopt D2.

D.2 LetY beaset of single-valued shift operatorson (W,A) and let {A ;i F} beafamily
of probability measures on the same space. The set of pure strategies of natureis aset A of the form
A=Y F.

This sounds much more remote than it is. So here is an exampleto fix our idess.

E.28 Consider astochastic process, { Sxw): tT T}, and let x(tw) = Sx(w), tI T. Also, suppose that there
exist constants, ¢, j=1,...,m, and arandom process, { S,'h(w):tl T} such that, for all Wi Wand all tT T, x(tw) =
& 15em GX(t,W) + h(tw), where h(tw) = S,'h(w), tT T. Also suppose that the h(t,y constitute anormally
distributed, purely random process that is orthogonal to the x(t,§ and has mean mand variance s?. Then'Y can be

taken to be a compact subset of R™ and F can be chosen to be a compact subset of R” R, .

We shdl only consider fixed-sample-size games. Thus atime serieswill be avector rT R™?,
wherer = (r,...,I.n) for somefixed nand ti T. The probability distribution of r is represented by a
function, g(R™ Y  F® R, , where for each pair (Sg)l Y F, q(3S,q) is a continuous dengity
function on R™*, and for each ri R™?, q(r|} isameasurable functiononY * F. The measurable sets

inY" F aredetermined by a metric whose definition varies with the problem we are studying.

We shall denote the set of policies of our econometrician by A. A randomized strategy on A
isafunction, j (33A” R™'® [0,1], where A isas-fidd of subsetsof A. For eachrl R™,j (%) is
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aprobability messureon A, and for each b1 A, j (b|% is measurable with respect to the Borel
subsets of R™*. The set of randomized strategies | shal denoteby Y .

| assume that our econometrician will choose a strategy that minimizes his expected risk. To
characterize such strategies we much first describe the econometrician’ s risk function. For that
purposel let L(}Y" F~ Y ® R behislossfunction and | ingst thet, for each choice of strategy by

nature, (S,q), our econometrician’s expected risk equas the vaue of the function,

r(Saj ) = lrmla L(S0,ad (@rg(r|S,q)dr.

Agivenj 1Y isinadmissibleif and only if thereisaj *T Y suchthat , for dl (Sq)l Y F,

r(S,a, *) £r(S,q, ) withinegudity for some par (Sq). Otherwise] isadmissible. For agiven
prior, X(¥, onthesubsetsof Y F, | * isaBayessrategy if Iy ¢ r(S,0,) *)dX(S,q) £ v e r(Sq,
j)dx(S,g)fordljTY. Fndly, apair, (x*,j *), conditutes apair of ‘Good' strategies for nature
and the gdidician if it satisfies the conditions, Iy 1 (S,q,] *)dX(S,q) £ Iy ¢r (S,0,) *)dx*(S, q) £
Iy er (S,a,j )ax*(S,q), foral (Y,q,j I Y F Y.

With that much said about time series and strategies | can Sate the first theorem. Inthe
statement of the theorem, aclass D of randomized strategies is said to be complete if and only if, for
dlj 1 D$j *1 Dsuchthat, foral (SO Y F,r(Sqj *)Er (S, g ) with inequaity for some (S,).

SDT.1 Let Y F and A bethe sets of actions open, respectively, to nature and the
econometrician, and suppose that, for each pair, (Sq) T Y F, g(4S,q) is a continuous density
function on R™*. Findly, let L(¥ bethelossfunctionon Y’ F~ A and supposethat Y F and A are,

respectfully, compact in the metrics,

1 d((S%qn)'(Smsqm)) = SJp dA |L(qunaa)'|-(sm1qm)| +
I Rns 1€ 101(1|Sn,Gn)-G(r|Sim, G 0, @nd
2. d(aam) =sup sgi v r IL(S,0,a)-L(S,0,am)l-
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Then both nature and the econometrician have good strategies, and the classes of admissible and
Bayes Strategies are complete.

Hereis an example to show that the modd in SDT.1 specidizes to the sandard Satistica
model of testing a smple null-hypothesis againgt a smple dternative hypothesis. The interested
reeder can find the missing argumentsin the example on p. 220 in my paper.

E.29 Supposethat Y and A consist of two elements each, (S,,S;) and (a1,&), and that g is known. Also,
supposethat L(S;,&) =L(S,&) =0, L(S,&) = b, and L(S,,&) = 1, and that q(S), i=1,2, is a continuous density
function on R™%. ThenY, A, and q(p) satisfy the conditions of SDT1. Consequently, both nature and the
econometrician have good strategies and the classes of admissible and Bayes strategies are compl ete.

The class of Bayes strategiesis easy to characterizein thiscase. Let (a,1-a) beaprior distributionon'Y.
The corresponding family of Bayes strategies, {j . (¥)} Ofl £1, are completely characterized a.e. with respect to
q($9), i=1,2, by therule

1 whenever q(r|S,)/q(r|Sy) < ba/(1-a)
ja (@)= whenever q(r|S;)/q(r|Sy) = ba/(1-a)
0 otherwise
The class of Bayes strategies is obtained by lettinga vary over [0,1].

To obtain the class of admissible strategies we note that in the present case any admissible strategy
must be Bayes against some prior measureon Y. Also, a Bayes strategy against a pair, (a,1-a), witha >0is
admissible. Finally, whena =0(a =1),j ¢ (a]r) (j 1 (a|r)) isan admissible strategy. This description determines
the class of admissible strategies a.e. with respect to q(4S), i=1,2.

At last the econometrician’s good strategies. Sincer (S,¥ isacontinuous funtion of j onY, for each
i=1,2, agood strategy, j * (B, must satisfy the functional equation, r (S;,j *) =r (S,,j *). Inparticular, if j * isnon-
randomized, if C={r;j *(a,|r) =1}, and if for i=1,2, Q(B|S) = Iz q(r|S)dr , then C must satisfy the equation, bQ(C°|S,)
=QCISy).

The next theorem concerns the problem of finding a good predictor of x(t+1,w), given thet r

is the observed vaue of (x(t,w),...,x(t-n,w)). For amplicity, | shal assumethat g is known.

SDT.2 Let| (3:R® R, be continuous and such that | (x) =1 (]x]) and such that lim
xou N (X)] =0. Also, let g(¥:R" R™ Y® R. be such that g(x|3 is measurable with respect to the
pertinent family of subsets of R Y and g(4r,S) is continuous on R, and suppose that g(3,S) isthe
conditiona dengity function of x(t+1) given that (x(t),...,x(t-n)) = r. Findly, suppose that, for each
Sl Y, the density function of r, g(4S), is continuous on R™*, and that Y is separable in the metric



d(ShSm) = lrnalr €g(yIr,Sa(r,S)-9(yIr,Sm)a(r|Sw)ldydr,

And let the risk function of the econometrician be defined by

F(St) = lrawalr [XUOF(LH ()] A(rIS)g(xIr,S)dxdr.

Then the econometrician has agood strategy, t* (1), and the class of admissble Srategiesis

complete.

The assumptions of SDT.2 were not strong enough to establish the existence of agood
drategy for nature and the completeness of the class of Bayes strategies. However, we can obtain a
characterization of al Bayes strategies asfollows. Let dx (3 be an apriori probability measureon'Y;;
let  da(x|r) = Ivg(X|r,S)q(r|S)dx (S)dx / I rlyg(X|r,S)g(r|S)dx (S)dx; and let a*(r) =
I=rlyg(X|r,S)q(r|S)dx (S)dx. Then

r(X,t) = lrasal  [XL)F /(24 (x)] dax(xina (r)ar

which is greater than or equd r (X ty), where

() = B (/(1+ ())I) / Eqd (1/(1+ (X))IN).

Now, r (X,t) =r (X,ty) for somet(3 if and only if t(} = t«(¥ a.e. with respect to g (3. Hencety(J is

Bayes againgt dx(¥. Since dx (¥ was chosen arbitrarily, t,(%¥ givesthe generd form of Bayes
Srategies up to the usual equivaence.

V.3 Publication
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We have discussed various aspects of the choices that an econometrician faces in his search
for a happy ending to his research project. In each particular case what the econometrician finds
rational to do is determined by his pecuniary and technica resources, by his stock of tacit
knowledge, and by socidly congtructed rules for valid arguments. Now we shdl discuss the choices
that the same econometrician faces when he decides on the best way to present his results to
colleagues and other interested parties. The factors that determine rationd choice in such Stuations
are avaried lot. Those that underlie characteristic features of an applied econometrics paper are of

specid interest here.

Thefirst decison that an applied econometrician must make in writing his report concernsiits
format. In deciding on aformat he must consider dl the good stories that his results dlow him to tell.
The contents of these stories and the way the stories are related depend on the results that he has
obtained and on the economic theory that motivated his analysis. He must dso consider waysin
which he can combine the pertinent storiesin the writing of interesting papers. Each combination of
Sories and outline of a paper sngle out asmall st of journas that might be interested in publishing
such apaper. Therdevant set of journds varies with the chosen combination of gories. To findize
the choice of format for his report, our econometrician must weigh the advantages that each journa
offers a contributor in the form of prestige, good referees, and chances of acceptance. The
comments of good referees help in formalizing the find verson of apaper. Pregtige isimportant for
promotion, salary increases, and the respect of colleagues. Good chances of publication are relevant
since regjection will delay publication of the paper, and the logt time may be disadvantageousin a

career perspective.

Suppose now that our econometrician has decided on a combination of stories for a paper
and singled out ajournd to which he will submit the paper. Inwriting his paper heislikely to adhere
to astandard form of an applied econometrics paper. So when the paper is ready for submission,
we expect that it will contain an introduction, sections that relate the theoretical motivation of the
study and the characteristics of the data, a section that presents the results, and a conclusion with lists

of notes and references.
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Different methodologies have different ideas as to the contents of the various sections. Here
iswhat | believe. The introduction should introduce the subject matter of the paper, tell in genera
terms how the main results of the paper are related to the works of others, and provide an outline of
the paper. The sections on motivation and data ought to contain, among other things, aforma
satement of the presuppositions of the study, alist of assertions to be confronted with data, and a
thorough discussion of relevant characterigtics of the given data. The section that presents the results
ought to contain a sketch of the theory and data universes with alist of dl the bridge principles that
our econometrician has adopted. 1t should also contain alist of his results with a discussion of their
datistical properties and their economic interpretation.  Findly, the section ought to contain a
congruent specification of the process that the econometrician believes generated hisdata. The
conclusion of the paper should contain asummary of the paper and suggestions for further studies.

Judging from the looks of published applied econometrics papers, writing an introduction isa
political act. It isrequired that the author tells how hisresults are related to the results of others.
Who these others are, depends of course on the author's results. Unfortunately, it seemsthat it
depends on many other matters aswell. From one point of view it might be disadvantageous to refer
to dl the pertinent others. Journa space islimited, and too many references may throw doubts on the
need to publish theresults. Also, some of the others might not belong to the author's ingroup’ and
can, therefore, be safely ignored. From another point of view it might be advantageous to refer to
the works of some colleagues even though their results are bardly tangentid to the results of the
present author. The relevant colleagues might be prospective reviewers of the paper. They might
aso be powerful members of the author's department or of some department to which the author
intends to establish agood relation. Findly, they might be colleagues whose works a knowledgegble
econometrician is supposed to have read. Nell Ericson and John Irons extraordinary study of the
citations of R. Lucas 1976 paper on nonautonomous econometric relationsisacasein point. Of the
513 citations that Ericson and Irons examined, 327 mentioned Lucas paper only in passing, 98
discussed Lucas idess in the context of the topic at hand without examining their empirical relevance,
and only 88 attempted to assess the implications of Lucas ideas (cf. Ericson and Irons, 1998).

The content of the sections on theoretical motivation and data will vary with the purpose of
the theory-data confrontation to which the paper pertains. Even o, the econometrician in his
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comments must face squardly the fact that the references of most of his data belong to asocialy

constructed world of ideas that has little in common with the socid world in which welive. In order

that his empirical results have rdlevance he must take care to explicate the meaning of histheoretica

vaiables. He must aso ddineste the characterigtic features of our socid redity to which his theory

addresses itsdf. First when thisis properly done, can he usetheingght it brings to interpret the

empirical resultsthat he recantsin alater section of the paper.

To be concluded.

Notes

The rdevant trandations with commentaries are (Foster and Humphries, 1951), (Hammond,
1902), (Lawsen-Tancred, 1986), (Ross, 1980), and parts of Jon Vetlesen's unpublished lecture
notes on Arigtotle a the University of Odo. The page references in de Animarefer to pagesin
Hammond's book.

Theidea of this example is taken from an article by Evans-Pritchard on "Levy-Bruhl's Theory of
Primitive Mentdity." | learned of it from reading Peter Winch's article on "Undergtanding a
Primitive Society" (cf. Wilson, 1970, pp. 79-80).

J. Eichberger and D. Kelsey have conddered gametheoretic Stuations in which the players
mixed Srategies are taken to be superadditive probability digtribuitions (cf. Eichberger and
Kelsey, 1993).

Thereisafourth interesting aspect of Hendry's method that | aught to mention here. Hendry
and Hans Martin Krolzig have managed the extraordinary feat of congtructing a software
program, the PcGets, that will perform the whole reduction process autometicaly (cf. Hendry
and Krolzig, 1999). Intherr smulation studies their program managed to zero in on the true
DGP in 95% of their case studies.
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