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In a recent article, Sbordone (1997) proposed an innovative approach to the empirical

assessment of the sources of procyclical productivity of manufacturing sectors. The main feature of

her model, which overcomes some of the main limitations of previous contributions to the literature,

is dynamics. In order to disentangle the effects on productivity of externalities from those of labor

hoarding, Sbordone derives the dynamic implications of both, and compares them with data for U.S.

manufacturing industries. She finds that the observed relationship between aggregate activity and

sectoral productivity over time is consistent with the existence of cyclical variations in the rate of

labor utilization, whereas there is no sign of external effects. In this paper we replicate her approach

in a more general framework and with more disaggregated data, and obtain very different results.

Sbordone’s finding, and in general the results of the burgeoning empirical literature on

procyclical productivity, are crucial for business cycle theory. The stylized fact that labor

productivity (as well as total factor productivity) is positively correlated with economic fluctuations,

contrary to the prediction of the standard assumption of diminishing returns, has been known at least

since the sixties.1 The traditional explanation of procyclical productivity is based on labor hoarding.

Because of adjustment costs in hiring and firing, firms hoard labor during slumps; the fluctuations of

measured productivity over the cycle are therefore mainly the result of unobserved effort variations

(see for example Solow, 1964).2 This explanation identifies cyclical variations in the rate of

utilization of labor (and, analogously, capital) as a key mechanism for the transmission of shocks

within the economy, as in the business cycle models of Rotemberg and Summers (1990), Burnside

and Eichenbaum (1996), Basu and Kimball (1997) and King and Rebelo (1999). An alternative

explanation of procyclical productivity, suggested by Robert Hall (1988 and 1990), is based on the

existence of increasing returns to scale in production, within or without the firm. This explanation is

                                                          
1 See Hultgren (1960); for recent evidence on U.S. manufacturing, see for example Sbordone (1997).
2 Empirical references include Sims (1974), Fay and Medoff (1985) and Shea (1992).
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consistent with models of economic fluctuations where economies of scale or externalities lead to

multiple equilibria, such as in the work of Murphy HW�DO� (1989) or Baxter and King (1991).3

The investigation of the productivity puzzle is therefore closely linked to the issue of the

empirical relevance�of the different models of the business cycle.4 Unfortunately, the measurement of

labor hoarding (and, more in general, of factor hoarding), on the one hand, and external effects, on

the other, has proven to be very difficult. This is not surprising, since none of these phenomena are

directly observable. Furthermore, indirect measures are far from unambiguous. With regard to the

empirical assessment of effort variations, economists have used either survey data (Fay and Medoff,

1985) or proxies such as accident rates (Shea, 1992, and Jun, 1998), hours per employee (Abbott,

Griliches and Hausman, 1988) or overtime hours (Caballero and Lyons, 1992). With regard to

productive externalities, the first evidence was provided in a controversial article by Caballero and

Lyons (1992).5 They found that returns to scale are higher for the whole manufacturing sector than

for two-digit industries, and that, if aggregate output is included in sectoral production function

regressions, it has a positive and significant coefficient. They interpreted these findings as evidence

of external effects. However, Basu and Fernald (1995) have shown that their results could be

spuriously induced by the use of valued added data with imperfect competition (see also Marchetti,

1994). More importantly, the statistical significance of aggregate variables in production-function

regressions at sectoral level has been given a number of alternative explanations in the literature,

including effort variations (Bernanke and Parkinson, 1991), the use of intermediate goods in

production (Basu, 1995), cyclical variations in the utilization of capital (Burnside HW� DO� 1995, and

Burnside, 1996) and aggregation effects (Basu and Fernald, 1997). Sbordone (1997) contributes to

this literature, and argues that aggregate variables in such regressions act as a proxy for future

industry conditions, which are in turn linked to current decisions on hiring and firing and effort

variations.

                                                          
3 See also Cooper and John (1988), Boldrin and Rustichini (1994) and Farmer and Guo (1994).
4 There are also explanations of procyclical productivity based on technological stocks, such as those provided
by real business cycle models. Following Sbordone (1997), in this paper we do not focus on them. However,
given the specifications of our model, as well as the use of demand-side instrumental variables, we believe that
the analysis is reasonably robust to the existence of technological shocks (see next section).
5 See also Caballero and Lyons (1989 and 1990), and Bartelsman HW�DO� (1992).
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What is most interesting in Sbordone’s contribution, in our opinion, is that she focused on the

dynamic effects on productivity of labor hoarding and productive externalities, and provided a

framework for their assessment. This is a significant improvement in the empirical literature of

procyclical productivity, since the two different explanations are almost impossible to distinguish

within a “static” analysis, as is clear from the controversial interpretation of aggregate variables in

traditional production-function regressions (leaving aside the collinearity problems which arise in

estimation). Instead, the dynamic implications of the two explanations are very different, which

makes them distinguishable on empirical grounds. Sbordone’s intuition is the following. Consider

one common interpretation of the externality assumption, according to which the output of a given

firm or sector is positively affected, FHWHULV� SDULEXV, by the level of aggregate activity, through

transaction or thick-market externalities due to easier matching among agents during expansions

(Diamond, 1982).6 To the extent that fluctuations in aggregate output are persistent, the effect on

sectoral productivity via externalities should be persistent as well. In other words, with external

effects a permanent increase in aggregate output should permanently increase the level of

productivity. Conversely, the effect of effort variation on productivity is only temporary. In fact, if

there is a permanent increase in aggregate activity, it can be accomodated only temporarily by an

increase in labor effort, since after one or more periods effort has to return to its “normal” level, and

the size of the work force has to be adjusted to the new level of activity. Therefore, the impact of

effort variations on productivity and that of externalities can be disentangled by looking at the impact

of persistent output innovations on the level of productivity over time. By applying her model to

value added data of two-digit U.S. manufacturing, Sbordone found that aggregate activity has a

significant contemporaneous effect on sectoral productivity, and that this effect completely vanishes

as time passes. She therefore ruled out the existence of external effects, and concluded that the

observed dynamic response of productivity to aggregate activity could be rationalized only on the

basis of labor hoarding effects. Further findings obtained with production-function regressions using

lagged values of sectoral inputs and aggregate activity growth confirmed this interpretation.

                                                          
6 For models which incorporate this assumption, see for example Cooper and Haltiwanger (1993). For a review
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This paper re-examines Sbordone’s results, by applying an extended version of her approach

to a highly disaggregated panel data set. Two main modifications are made. First, we extend the

original value added model to the more general framework of gross output production, thus avoiding

potential model misspecification problems arising from the lack of separability conditions (they

typically do not hold in U.S. data; see Jorgenson HW� DO� 1987). Second, we apply our analytical

framework to the data of four-digit U.S. manufacturing industries (Bartelsman and Gray, 1996), thus

significantly reducing the impact on the estimates of aggregation effects, such as those emphasized by

Basu and Fernald (1997). Appropriate corrections have been made to the Bartelsman and Gray data

on revenue shares, in order to address some limitations pointed out in the literature (see Norrbin,

1993). Like Sbordone, we find a significant contemporaneous effect of aggregate activity on sectoral

productivity, which diminishes over time. Contrary to her results, however, a significant portion of

this effect is found to be persistent, suggesting the existence of external effects. Alternative

explanations of our result are also considered, including increasing returns and market power, but

they cannot fully explain the evidence. On the other hand, we find that the use of data disaggregated

at the four-digit SIC level, instead of the two digit level typically used in the literature, is crucial in

explaining the difference between the results presented here and those obtained in her paper. Finally,

production-function regressions reported in the appendix confirm that both labor hoarding and

externalities seem to play a role in the transmission of shocks over the cycle, not only the former.

The paper is organized as follows. Section 2 introduces the model, derived from Sbordone

(1997), and discusses the impulse response of sectoral productivity to aggregate innovations. The

next section describes the data used. Section 4 presents the estimated impulse response of sectoral

productivity to aggregate fluctuations, discusses alternative explanations of the evidence found and

investigates the source of the difference between this evidence and that obtained by Sbordone.

Conclusions follow. The appendix presents the results obtained with production-function regressions.

                                                                                                                                                                                    
of models based on macroeconomic complementarities, see Cooper (1997); a few examples of temporal
agglomeration are in Hall (1991).
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The model is a simple generalization of that proposed by Sbordone (1997), where the

methodology is described in detail; discussion here is limited to the main features of the approach.

Consider the following production function, in which sectoral gross output <
LW
 is produced using

sectoral capital .
LW
, labor /

LW
 and materials 0

LW
:

),,(
LW$WLWLWLWLW

0</.)< L
δΘ= , (1)

where Θ
LW
 is a measure of exogenous sectoral technical progress and <

$W
 is output in the whole

manufacturing sector. If δi > 0, the current level of aggregate activity positively affects sectoral

productivity, through an external effect. The externality may take the form of transaction or thick-

market effects, as in the Diamond’s (1982) model, or high-frequency knowledge and learning

spillovers (in this case past values of aggregate activity would also have an effect on sectoral

output).7 Equation (1) is the same as in Sbordone (1997), except that output is measured by gross

production rather than value added, and intermediate goods are included among inputs. The value

added production function is a special case of the gross output one, and is frequently used by

economists because the corresponding data are more easily available. However, the value added

representation is valid only if the capital-labor aggregate is used in fixed proportions with materials, a

condition which is often rejected by the data (see Jorgenson HW�DO�, 1987, for a detailed study of U.S.

two-digit manufacturing industries).

Following Bernanke and Parkinson (1991) and Sbordone, we allow for a variable rate of

utilization of labor by modeling labor input /
LW
 as the product of worked hours and unobservable

effort -� i.e. /
LW
 = (

LW
�+

LW
, where (

LW
 is effort and +

LW
 is hours. By assuming a standard neoclassical

production function and taking logarithms and differences, equation (1) becomes:

∆ ∆ ∆ ∆ ∆ ∆ ∆Α\ N K H \ P
L L L L L L L

= + + + + +α β θ δ γ( ) , (2)

                                                          
7 For example, Baxter and King (1991) assume thick-market externalities.
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where lowercase letters denote logarithms and α, β and γ represent the elasticity of output with

respect to capital, labor and materials, respectively. As is well-known, the sectoral gross output

Solow residual 65
*2L

 is measured by:

65 \ D N D K D P
*2L L L

.

L L

/

L L

0

L
= − + +∆ ∆ ∆ ∆( ) , (3)

where D., D/ and D0 are the revenue shares of capital, labor and materials, respectively; if firms are

price takers and their technologies are characterized by constant returns, the revenue shares are equal

to the output elasticities. Maintaining this assumption, it can be easily shown that the Solow residual

co-moves with ERWK effort variations and, if δi ≠ 0, aggregate activity:

65 D H \
*2L L

/

L L L $
= + +( )∆ ∆ ∆θ δ . (4)

As it was mentioned in the introduction, however, neither labor effort nor external effects are

directly observable (the latter can only be approximated through a function of aggregate output).

Furthermore, if labor hoarding occurs, sectoral labor effort is positively correlated with aggregate

cyclical indicators (including manufacturing output) for a number of reasons, pointed out by

Bernanke and Parkinson (1991). For example, the mix of effort increase and new hiring adopted by a

firm faced by demand increases is affected by the slackness conditions of the economy-wide labor

market. Also, to the extent that demand fluctuations are due to, respectively, economy-wide cyclical

and sectoral factors, they are likely to have different persistence properties, and firms’ hiring policies

will respond differently. Aggregate activity can therefore serve as a signal of the degree of

persistence of a given sectoral demand shock, and may consequently convey information on the

sectoral rate of labor utilization.8 Indeed, the closest proxies of labor effort, including the series of

accident rates, are known to be highly cyclical (Shea, 1992). Because of the contemporaneous

correlation between the rate of labor utilization and aggregate cyclical variables, it is almost

impossible to discriminate empirically the effect on productivity of effort variations from that of

externalities, within a static analysis. Not surprisingly, the significance of aggregate variables in

production-function regressions has been given a number of different interpretation in the literature,
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as pointed out in the introduction. However, a dynamic analysis can offer useful insights, as

explained by Sbordone (1997) and summarized below.

Consider the impact of highly persistent economic fluctuations on the level of sectoral

productivity (which is the cumulate of the Solow residual as defined by equation 4). If externalities

occur, the contemporaneous effect on 65
*2L

 of an increase of aggregate activity ∆\
$�

is positive, and

measured by δ∆\
$
. If a portion N of the increase of aggregate activity is permanent, the long term

impact will be as large as Nδ∆\
$
. In other words, persistent economic fluctuations need� to raise the

level of productivity permanently. In the extreme case in which N is equal to one and there is no labor

hoarding, the long-term impact would be as large as the contemporaneous one.

Consider, on the other hand, the very different dynamic pattern of the effect of persistent

aggregate innovations on sectoral productivity via labor hoarding. The contemporaneous effect is

typically positive, since firms respond to a demand increase with a mix of new hiring and a more

intense use of the labor force available. The proportions of the mix will depend, among other things,

on the expected degree of persistence of the demand increase. In any case, however, after one or more

periods, effort has to return to its “normal” level, because of its stationary nature, regardless of the

evolution of demand (clearly, if effort could be permanently increased, firms would have already

raised it, with a corresponding cut in the labor force). The effect on productivity is therefore

inherently short-lived, since the labor force will adjust to the new level of output and effort will

gradually return to its original level. If there are no external effects at all, the long-term effect of

persistent fluctuations on productivity is zero, since productivity will return to its original level too,

after the initial increase. If both external effects and labor hoarding occur, a combination of the two

dynamic patterns described will be observed. That is, immediately after the aggregate shock

productivity will be pushed upwards by both effort increase and external effects. After the first

period, only the effect of externalities will keep its strength (to the extent that the output innovation is

permanent) while labor effort will start to diminish. Accordingly, the level of productivity will also

                                                                                                                                                                                    
8 Sbordone (1996 and 1997) claims that this is the role of aggregate variables in sectoral production function
regressions (see the appendix of this paper).
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decrease. After enough time, labor effort will be back at its original level, but not productivity, which

will have been permanently raised by the external effects.

Accordingly, Sbordone suggests a simple empirical test, which consists in observing the

dynamic response of sectoral productivity to aggregate fluctuations in U.S. manufacturing and

comparing it with the predictions of economic theory. The data used in this study and the results are

presented in the following two sections.

,,,��7KH�'DWD

Most of the data have been obtained from the large data set developed by Wayne Gray at

NBER, which covers all U.S. four-digit SIC level manufacturing industries, in the period 1958-84

(see Bartelsman and Gray, 1996, for the most recent update). The main source for this data set is the

Annual Survey of Manufacturers, conducted by the U.S. Census Bureau. Gross output is the value of

shipments plus inventory change. Intermediate inputs include materials and energy, but exclude

purchased services, therefore resulting in an underestimation of total intermediate inputs. Data on

capital refer to both structures and equipment.

The detail of our dataset allows us to compute sectoral Solow residuals by using data on two

different labor inputs - i.e., production worker hours, and the number of non-production workers

(unfortunately, we do not have data on non-production worker hours).9 However, Gray’s data on the

compensation of labor input underestimate true labor compensation because they do not include

Social Security benefits and the pay of employees in auxiliary units, who account for as much as 10

per cent of total employees. Therefore, if we used Gray’s original data, the labor elasticity of output

would be underestimated in the computation of the Solow residual, thus introducing a potential bias

in our results (see Norrbin, 1993, on this problem with regard to the estimation of markups). In order

to avoid this, we adjusted Gray’s four-digit labor compensation data by using two-digit figures from

                                                          
9  That is, the Solow residual used in this study is actually measured by a slightly different version of

equation (3): 65 \ D N K K D P
*2L L L

.

L L

/

L L

/

L L

0

L
= − + + +∆ ∆ ∆ ∆ ∆( ), ,α α1 2

1 2 , where ∆Ki,1 and ∆Ki,2  are the

logarithmic differences of, respectively, production worker hours and the number of non-production workers.
Revenue shares are also defined accordingly.
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U.S. National Income and Production Accounts (NIPA) and assuming that the labor compensation

data for four-digit industries within each two-digit sector are uniformly underestimated.

,9��7KH�5HVXOWV

We model the joint dynamics of our main variables - the rate of growth of aggregate

manufacturing output, ∆\A, and sectoral productivity, ∆65*2L - as a stationary two-variable vector

autoregressive process of order one. More formally, let ;(t) be the vector (∆\A, ∆65*2L)’, and X(t) a

two-dimensional white noise process. We assume that ;(t) follows a stationary stochastic process,

with the canonical moving average representation:

; W XW X W L X W
L

( ) ( ) ( ) ( ) ( ) ... ( ) ( )= + − + = −
=

∞

∑φ φ φ0 1 1 1
0

(5)

where Var(X) = Ω and φ(0) = ,.10 Such a process can be also expressed in terms of orthogonal or

fundamental residuals. Let H(t) be the vector (Ha,Hs)’, where Ha and Hs are innovations in, respectively,

aggregate output and sectoral productivity, and are independent of each other. Accordingly, ;(t) can

be expressed as:

; W H W H W L H W
L

( ) ( ) ( ) ( ) ( ) ... ( ) ( )= + − + = −
=

∞

∑Θ Θ0 1 1 1
0

θ (6)

with Var(H) = I, and where Θ(i) = φ(i)3, for i = 0,1,2...; H(t) = 3
-1
X(t), and the matrix 3 has to satisfy 

Ω�= 33'.11

Impulse responses are generated by fitting a first-order autoregressive model to the vector

;(t). The errors are orthogonalized through a lower Cholesky decomposition of the residual

covariance matrix Ω. This corresponds to assuming that the growth of aggregate output may affect

sectoral productivity growth contemporaneously, but not vice versa. Although quite simple, this

seems a reasonable assumption, given the limited size of each industry (four-digit SIC level) vis-à-vis

the whole manufacturing sector. It is also consistent with the assumption that technological shocks

                                                          
10 For simplicity, we omit the vector of means from the representation.
11 Note that the disturbances H(t) are mutually uncorrelated by construction. See, for example, Luetkepohl
(1991). Note also that 3 is not uniquely defined, up to this point.
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are uncorrelated across sectors; though controversial, this is a reasonable feature of true technological

shocks in manufacturing, according to some of the empirical evidence in the literature (see Long and

Plosser, 1987). In any case, like Sbordone, we also provide estimates obtained with demand

instruments in order to minimize the effects of aggregate technology shocks.

We estimated the model by pooling all four-digit industries. In order to get an insight on

sectoral patterns, we also estimated the model separately for each two-digit sector, by pooling the

four-digit industries belonging to each sector. In both cases, the omission of individual industry

effects results in biased and inconsistent estimates of the parameters. In this respect, at least two

alternative estimating procedures are available. If the number of observations is large enough, one

can treat individual effects as constants to be estimated, and use the familiar dummy variables least-

squares estimator, or within-estimator (Hsiao, 1986). The other procedure - which is necessary when

the number of observations is small, and the within-estimator is therefore inconsistent - consists in

differencing the original equation, thus eliminating any (constant) individual effects, and applying

instrumental variables estimation (Holtz-Eakin HW�DO� 1988). Since the specification of our model is in

first differences (rates of growth), differencing the variables once more could lead to all sorts of

problems induced by overdifferencing. Moreover, we have as many as twenty-six observations, quite

a large number for panel data. We therefore used the dummy variables least-squares estimator.12 It

could be argued that the relationship between aggregate fluctuations and productivity is driven by

common technological shocks: we therefore also used demand-side instruments, as already

mentioned, to obtain results which are robust with respect to this kind of objection. As regards the

choice of instruments, we followed the literature (Hall, 1988); the instrumental variables are the

political party of the president and the rate of growth of the oil price and defense expenditure, and

their first and second lag.

Figure 1 reports the impulse response of the productivity level to a unit innovation in

aggregate output, for the whole manufacturing sector and for some two-digit industries, selected as

                                                          
12 In order to capture a possible change in the trend of the variables after the oil crisis (see Perron, 1989), we
considered the inclusion of two dummies for each industry, one for the period pre-1973 and another for the
period post-1973. The substance of the results did not change.
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those where productivity displays a more clear cyclical pattern (standard error bands, computed

according to Luetkephol, 1991, are shown by solid lines). The point estimates of the

contemporaneous and long-run impulse responses are reported in Table 1, for both aggregate output

and sectoral productivity. Overall, the results are quite similar to those obtained by Sbordone (1997),

with one crucial exception which will be discussed below. First, aggregate innovations turn out to be

highly persistent. In fact, the long-run response of aggregate output is relatively high. Second,

sectoral productivity increases after an aggregate shock. More precisely, a unit standard error

aggregate shock, which corresponds to a 6 per cent increase of aggregate output, is accompanied in

the first period by an increase of almost 2 per cent in the productivity level, presumably because of

both effort variations (due to less than perfect adjustment of the work force) and external effects.

Third, productivity declines, more or less smoothly, in the following periods (Solow residuals are

negative). However, contrary to Sbordone’s finding, productivity does not return to its original level,

but converges to a new, higher level. In other words, persistent innovations in aggregate output are

found to have a SHUPDQHQW positive effect on the level of productivity. Since this result is also

obtained using demand-side instrumental variables, it cannot be explained by aggregate technological

shocks. Neither can it be attributed to effort variations, since effort cannot be increased permanently.

On the other hand, internal returns are ruled out by the estimates of production-function regressions

reported in the appendix, according to which returns to scale are slightly decreasing; such evidence is

consistent with that of most studies at the firm or plant level, which find essentially constant returns

to scale (see for example Baily HW� DO� 1992, where most estimates are slightly less than one).13

Therefore, consistently with the criterion proposed by Sbordone, the explanation of the permanent

effect on productivity of aggregate innovations calls for the existence of external effects, for example

in the form of the transaction or thick-market effects described by Diamond (1982).

An alternative explanation of the correlation between the Solow residual and activity growth

is market power. Under imperfect competition, revenue shares do not correspond to output

elasticities, and accordingly the Solow residual defined by equation (3) does not represent RQO\

                                                          
13 In addition, approximately constant returns to scale are needed to justify the large observed dispersion of plant
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productivity growth. Therefore, the Solow residual will be correlated with output in a way that

depends on the markup of price to marginal cost. This correlation has been used by Hall (1988) to

estimate the level of markups for manufacturing sectors in the U.S. However, we do not believe that

market power can explain our results, for the following reasons. First, the sectoral pattern of the

results (described below), shows that if the markup does play a role in driving the results, it is

limited. In fact, a strong long-run response of the productivity level to aggregate shocks has been also

found in sectors, such as those producing furniture, machinery, primary metals and metal products,

which are not highly concentrated and do not display significant markups according to any

measurement technique or approach used (see, for example, the coefficient estimates provided by

Norrbin, 1993, and the measures based on Census data reported by Domowitz HW�DO�, 1988). Second,

our finding of external effects is confirmed by the results of the production-function regressions

reported in the appendix, which are derived from Sbordone’s structural model, within a framework

which is robust with respect to imperfect competition. It could be argued that, in order to control for

markups, we should have used properly adjusted measures of the Solow residual (see Hall, 1990).14

However, the estimation of markups carried out by Hall has its shortcomings (see Breshanan, 1989).

In addition, and more crucially, there is not much sense in using Solow residuals corrected for the

cycle or markups when investigating the existence of externalities and labor hoarding. In fact,

imperfect competition, externalities and labor hoarding can be viewed as three different explanations

of the correlation between productivity and the business cycle. In the corrected residuals the

covariation with output, due to any of the sources mentioned, would disappear altogether (see

Jiménez, 1997).

In order to investigate the sectoral detail of the productivity response, we estimated the model

separately for each two-digit sector, by pooling the four-digit industries belonging to each of them.

Given the fairly reasonable homogeneity among the cross-section units involved, such regressions

should yield quite accurate estimates. The estimates of both first-period and long-run responses of

                                                                                                                                                                                    
size within industries.
14 This is the solution chosen by Malley HW�DO� (1998), who study the dynamic relationship between employment
and productivity in U.S. manufacturing sectoras by using cyclically-adjusted Solow residuals. They find that
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productivity to aggregate shocks are reported for each two-digit sector in Table 2. The results -

although they vary widely across sectors - largely confirm the evidence found with the pooled

regression.

Overall, the null hypothesis of a zero long-run response is rejected in respectively thirteen

and twelve industries out of nineteen, at the five per cent one-tail significance level, on the basis of

OLS and IV estimates. However, by assessing the test statistics for each industry separately, the

overall probability of rejecting a true null hypothesis increases with the number of industries, and is

significantly higher than the desired significance level. To avoid this, we use the sequential

Bonferroni approach suggested by Holm (1979), and test the null hypothesis for each industry with an

overall significance level α of five per cent. That is, we consider the industry with the highest t-

statistics - i.e., in both sets of estimates, industry 35 (machinery) - and set the significance level equal

to α/n, where n is the number of industries (nineteen). It can be seen that α/n=.00263, which is

significantly smaller than the original .05. Since the one-tail p-value corresponding to 12.3 (the t

value of machinery, IV estimate) is lower than .00263, we reject the null hypothesis for industry 35.

The sequential Bonferroni procedure requires that we examine the industry with the second-highest t-

statistic, set the significance level equal to α/(n-1), perform the test, and so on, until we are unable to

reject the null hypothesis for one sector. This procedure allows us to perform each test consistently

with the desired overall significance level. In our case, with OLS estimates, the procedure stopped at

the twelfth step, since we were unable to reject the null hypothesis for the twelfth industry

considered, i.e. transportation equipment. With IV estimates, the procedure stopped at the tenth

industry considered, again transportation equipment. Therefore, the number of sectors with a

significant long-run response is respectively eleven and nine out of nineteen, on the basis of OLS and

IV estimates; the relevant sectors are starred in the table. The sets of sectors with a significant

response, corresponding to each estimator, mostly coincide, indicating that the results are very robust

                                                                                                                                                                                    
sectoral employment shocks have a positive permanent effect on productivity in some industries and a negative
one in other industries.
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across estimators. The sectors involved are mainly durable goods industries, which are those where

production and productivity usually fluctuate the most.15

To sum up, we have found strong evidence of a positive long-run response of productivity to

persistent innovations in aggregate activity. Although we have used an extended version of

Sbordone’s (1997) model, our results are very different from hers. It is important to understand why

this is the case, or at least to identify the sources of the discrepancy. Two possible differences

between her empirical analysis and that carried out here concern (i) the disaggregation level of the

data and (ii) the use of value added rather than gross output data.

In order to obtain evidence on the first issue, i.e. the potential effects of aggregation, we

constructed two-digit data from our data set, by aggregating the data of four-digit industries

belonging to each two-digit sector, for each variable. We then estimated the model with the rate of

growth of aggregate manufacturing gross output and sectoral (two-digit) gross output Solow

residuals. The results are reported in Table 3a. Whereas aggregate innovations still have a large

contemporaneous impact on sectoral productivity, the evidence of a persistent effect has completely

disappeared. In fact, the coefficient of the long-run response is found to be very low and not

statistically different form zero, in both OLS and IV estimates. In order to investigate the aggregation

bias which arises when using value added data, as Sbordone does, we constructed value added data

from Bartelsman-Gray’s four-digit data, by subtracting intermediate goods from gross output, and

calculated value added Solow residuals. We then aggregated the data by two-digit industry, and

estimated the model with the rate of growth of aggregate manufacturing value added and sectoral

(two-digit) value added Solow residuals. The estimates are considerably less precise, but the

substance does not change (see Table 3b). The estimate of the contemporaneous impact of aggregate

shocks on sectoral productivity is positive and larger than before, but so is the standard error. More

importantly, the long-run response is not statistically different from zero with both estimators.

Taken together, these results suggest a possible explanation for the difference between the

results reported in this paper and those obtained by Sbordone.16 The latter appear to be driven by

                                                          
15 Durable goods industries are those with SIC codes 24, 25 and 32 to 39.
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aggregation effects (due to the use of two-digit level data), of the kind recently investigated, in the

related context of estimating returns to scale, by Basu and Fernald (1997). Clearly, aggregation

effects also affect the results reported in this article; however, they are likely to be less severe when

using data disaggregated at the four-digit level. Employing value added data is another potential

source of bias. The use of a value added framework is an analytical short-cut which is correct if and

only if value added and intermediate goods are separable, i.e. linked in fixed proportions, within the

production function. This condition typically does not hold in U.S. data.17

&RQFOXVLRQV

We find that persistent innovations in aggregate output are associated with a persistent

increase in the level of sectoral productivity. This result cannot be attributed to labor hoarding or

effort variations (or capital utilization, for that matter), because labor effort (and capital utilization),

which is by definition a stationary variable, cannot be permanently increased, but has to return over

time to its “normal” level. Also, our finding cannot be simply explained by aggregate technological

shocks, since it has been largely confirmed by estimates obtained with demand instruments. Finally,

the sectoral pattern of the results suggests that they are not driven by market power and increasing

returns (this interpretation is confirmed by the evidence obtained with production-function

regressions, reported in the appendix). On the other hand, our results are fully consistent with simple

models with productive externalities, in the form of transaction or thick-market effects (see for

example Hall, 1991).

The results reported here are very different from those obtained by Sbordone (1997), who did

not observe any permanent effect of persistent aggregate fluctuations on productivity. In this paper

                                                                                                                                                                                    
16 We also investigated the effect of the use of value added data alone; to do so, we constructed value added data
from the four-digit Bartelsman-Gray data, by subtracting intermediate goods from gross output, and calculated
value added Solow residuals. We then estimated the model with the rate of growth of aggregate manufacturing
value added and sectoral value added Solow residuals. The results support the finding of a significant long-run
response of productivity to aggregate shocks, but the evidence is somewhat weaker than that obtained with gross
output data, especially with OLS estimates (the t-statistic of the relevant coefficient is equal to 1.97). Overall, as
in the case of the results obtained with value added data at the two-digit level, the estimates are considerably less
precise.
17 Moreover, Basu and Fernald have shown that value added data suffer from a different aggregation bias than
gross output data. Whereas D� SULRUL it is not clear which one is larger, in estimating returns to scale with
Jorgenson’s data they found the value added aggregation bias to be significantly larger than the gross output one.
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we provide an explanation for this difference. In fact, further investigation of the data suggests that

Sbordone’s results are driven by aggregation effects. The data used here are more disaggregated

(four-digit rather than two-digit SIC level), thus presumably reducing the importance of aggregation

bias. Furthermore, we use gross output rather than value added data, thus avoiding another potential

source of bias.

Investigating procyclical productivity is a very complex task, because of the several

theoretical and measurement issues involved. We do not ignore or dispute the importance of

unobserved factor utilization, which is almost unanimously recognized as a major source of

procyclical productivity (see for example Basu HW�DO�, 1999, and King and Rebelo, 1999). However,

the results presented in this paper suggest that external effects cannot be dismissed as potential

channel for the transmission of shocks over the business cycle, and that explanations based entirely

on cyclical variations of factor utilization might miss some basic economic mechanism behind

procyclical productivity. The search for further evidence on the relevance of high-frequency

productive externalities will benefit from (i) the use of firm-level data, in order to avoid aggregation

bias, and (ii) a flexible analytical approach, explicitly allowing for variable factor utilization,

imperfect competition and increasing returns. Given the implications for theoretical models of the

business cycle and the increasing importance of models based on macroeconomic complementarities,

future empirical research in this direction seems worth pursuing.
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$SSHQGL[��3URGXFWLRQ�IXQFWLRQ�5HJUHVVLRQV

After analyzing impulse responses, Sbordone (1997) studies the dynamic impact of aggregate

shocks on productivity within a more structured framework. She makes use of the adjustment cost

model of Sbordone (1996), which provides a structural framework for testing the effort variations

hypothesis versus the external effects one. The details and steps of the model are described in both of

her articles; here we summarize the intuition behind the model, and introduce the final form of the

production-function regression, generalized with reference to the case of gross output production.

The basic idea of Sbordone is that aggregate variables enter sectoral production functions

with a positive coefficient not because of true external effects, but rather because they help forecast

the future evolution of sectoral labor; this prediction affects the level of effort required from current

employees through firms’ current decisions on hiring and firing. Since labor effort is typically an

omitted variable in production-function regressions, its role can be indirectly captured by aggregate

variables, through the channel just described. In other words, if production is only temporarily high

(and no future increase of the labor force is expected), a firm faced with adjustment costs will tend to

utilize its current labor force more intensively rather than expand it through new hiring. The current

level of labor effort is therefore related to the firm’s expectations with respect to the future growth of

output and labor. If higher aggregate growth helps to forecast��FHWHULV�SDULEXV��lower future growth of

sectoral labor, it will be associated with an increase of sectoral labor effort. Aggregate variables, in

the context of production-function regressions where labor utilization is omitted, will proxy for it.

Therefore, the coefficient of aggregate growth may be found to be statistically significant even if

external effects do not occur.

In order to test this hypothesis, Sbordone analyzes the problem of a representative firm which

has a technology such as that described by equations (1) and (2), with the assumptions that labor is

costly to adjust, and that adjustment costs increase with the size of the adjustment. The total labor

costs faced by the firm are a convex function of labor effort, too. The latter variable is obtained from

the production function, and substituted into the firm’s cost function. Firms are assumed to minimize

costs. The log-linear approximation of the first-order condition around a steady-state path provides
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the basis for the empirical analysis, leading to a regression of sectoral output growth on the growth of

sectoral inputs, the wage rate and aggregate output (Sbordone, 1997, pp. 37-39). Finally, aggregate

variables are assumed to act as forecasting variables for future conditions of sectoral labor. The

optimal decision rule for sectoral hours is assumed to be a function of capital stock and the dynamics

of a vector of state variables, which include sectoral technological shocks, the growth of sectoral

capital and aggregate output, and the sectoral capital-output ratio. By plugging the solution for

sectoral hours into the first-order condition, one obtains a specification where the growth of sectoral

output is a function of current and past values of sectoral inputs as well as aggregate output (for

details, see Sbordone, 1997, pp. 39-40). The unrestricted form of this specification, which nests the

two hypotheses of interest and is suitable for empirical analysis, is:

∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆\ K K N N P P \ X
W W W W W W W M $ W M

M

-

W
= + + + + + + +− − − −

=
∑θ θ θ θ θ θ ϕ1 2 1 3 4 1 5 6 1

0
, (7)

where the sectoral index L is dropped for convenience and all other variables are as defined above.18

Equation (7) is the gross output generalization of equation (10) in Sbordone (1997). It

represents a reduced form of the model described by Sbordone (1996 and 1997); its coefficients are a

function of the parameters of the structural model and the optimal decision rule for hours. Sbordone

has formally derived the restrictions imposed upon the reduced form coefficients by the hypotheses

of, respectively, labor hoarding and external effects. These restrictions are quite simple and

intuitively appealing, as summarized below.

1. Under the null hypothesis of contemporaneous external effects - such as those modeled in

equation (1) - and no labor hoarding, the coefficient of current aggregate output (ϕ 0 ) should be

significantly different from zero and positive, whereas the coefficients of the lagged values of

aggregate output should be equal to zero. They may be different from zero if the external effects

also occur with some delay. However, no individual coefficient associated with aggregate output

should be negative.

                                                          
18 + is measured by production worker hours.
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2. Under the null hypothesis of labor hoarding and no external effects, the sum of the coefficients of

current and lagged values of aggregate output should be equal to zero. In fact, this sum measures

the long-run effect of the dynamics of aggregate output on sectoral output; this should be a good

measure of external effects, since in the long-run labor effort has to return to its “normal” level,

and therefore aggregate output, in its role as proxy (or forecasting variable) for labor utilization,

can have only a temporary effect on output and productivity.

Accordingly, the testing strategy has two steps. First, to determine whether some of the

coefficients of aggregate output are individually significant and negative; if they are, the null

hypothesis of no labor hoarding is rejected. Second, to determine whether the sum of these

coefficients is equal to zero; if it is not, the null hypothesis of no external effects is rejected.

Furthermore, one can also determine whether returns to scale are constant, by testing whether the sum

of the coefficients of current and lagged values of sectoral inputs is equal to one. As for the results,

Sbordone (1997) rejects the hypothesis of no labor hoarding, whereas she accepts that of no external

effects. She also finds returns to scale to be constant (at least according to the instrumental variables

estimations). We fitted equation (7) with Gray’s gross output data at the four digit level. The results

of the estimates and tests are reported in Table 4.

As with the estimates of the impulse responses, we report both OLS and instrumental results.

With regard to sectoral inputs, the coefficients of the current growth of labor and intermediate goods

are clearly significant and have the expected sign, in both OLS and IV estimates. Since the

coefficients of equation (7) are a (somewhat complex) function of the parameters of the structural

model, one can also rationalize the negative sign of the lagged growth of labor.19 The coefficients of

the other regressors concerning sectoral inputs are not significant. The most important results, for our

purposes, are those concerning the coefficients of aggregate output. As expected, the current growth

of aggregate output enters the equation with a significant and positive coefficient, in both sets of

estimates. Also, a lagged value of aggregate output growth is associated with a significant and

negative estimate in both sets of estimates (the first lag according to OLS estimates, the second lag

                                                          
19 See, for example, Sbordone’s interpretation of her finding of a negative coefficient of lagged capital growth.
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according to IV estimates). In both cases, therefore, we find evidence which leads the null hypothesis

of no labor hoarding being rejected, as in Sbordone (1997). However, in contrast with her result, the

sum of the coefficients of aggregate output is found to be different from zero. Thus, we find evidence

consistent with the existence of external effects also within a production-function analytical

framework. This result is robust across estimators. Finally, returns to scale are found to be slightly

decreasing, in line with the evidence of most studies at firm level.
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7DEOH��
5(63216(6�72�$**5(*$7(�,1129$7,216

(per cent)

OLS IV

Contemporaneous
response

Long-run
response

Contemporaneous
response

Long-run
response

Aggregate output 5.90 (.04) 6.83 (.09) 5.97 (.04) 5.81 (.07)
Sectoral productivity 1.88 (.07) 1.74 (.10) 1.85 (.07) 1.65 (.11)

Note: Annual four-digit data, 1958-1984 (Gray and Bartelsman, 1996). Responses to a unit innovation in
aggregate output. Instruments are the political party of the president and the rate of growth of military
expenditure and the oil price, current and lagged once and twice. The standard errors of the impulse responses
are estimated following Luetkepohl (1991).

7DEOH��
5(63216(�2)�6(&725$/�352'8&7,9,7<�72�$**5(*$7(�,1129$7,216

(per cent)

OLS IV

Two-digit SIC level industry Contemporaneous
response

Long-run
response

Contemporaneous
response

Long-run
response

21. Tobacco .88 (.63) 1.15 (.93) .57 (.64) 1.85* (.97)
22. Textile mill .75 (.32) -.05 (.49) 0.87 (.33) .07 (.56)
23. Apparel .96 (.25) .32 (.39) .82 (.26) .73 (.43)
24. Lumber and wood -.03 (.33) -1.61 (.44) -.27 (.34) -.18 (.52)
25. Furniture 2.56 (.38) 1.79* (.55) 2.59 (.40) 1.13 (.83)
26. Paper 1.46 (.25) .88 (.37) 1.79 (.26) .54 (.45)
27. Printing 1.61 (.27) 1.31* (.40) 1.67 (.27) .94* (.34)
28. Chemicals 2.76 (.29) 2.82* (.46) 2.74 (.29) 3.01* (.55)
29. Petroleum and coal .76 (.63) .72 (1.13) .97 (.66) -1.46 (1.51)
30. Rubber and plastic 2.12 (.42) 2.09* (.57) 2.09 (.43) 1.88* (.59)
31. Leather -.39 (.39) -1.03 (.57) -.60 (.40) .06 (.54)
32. Stone, clay and glass 2.05 (.20) 1.87* (.30) 2.09 (.21) 1.54* (.32)
33. Primary metals 2.22 (.29) 2.00* (.39) 2.24 (.30) 1.88* (.44)
34. Fabr. metals 2.41 (.19) 2.25* (.29) 2.39 (.19) 1.92* (.31)
35. Machinery 2.86 (.18) 4.30* (.30) 2.76 (.19) 4.31* (.35)
36. Electric machinery 2.97 (.21) 3.16* (.37) 3.03 (.22) 2.50* (.40)
37. Transportation equipment 1.42 (.30) 1.21 (.46) 1.36 (.31) 1.32 (.54)
38. Instruments 1.76 (.33) 2.55* (.45) 1.68 (.33) 2.09* (.49)
39. Miscellaneous 2.39 (.33) 1.64* (.47) 2.55 (.34) 1.00 (.50)

Note: Annual four-digit SIC level data, 1958-1984 (Bartelsman and Gray, 1996). Response of sectoral
productivity to a unit innovation in aggregate output. Instruments are the political party of the president and the
rate of growth of military expenditure and the oil price, current and lagged once and twice. The standard errors
of the impulse responses are estimated following Luetkepohl (1991). The starred long-run responses are those
significantly positive at 5 percent aggregate level, according to the Bonferroni sequential procedure described in
the text.
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7DEOH��
5(63216(�2)�6(&725$/�352'8&7,9,7<�72�$**5(*$7(�,1129$7,216

$**5(*$7,21�())(&76�$1'�7+(�86(�2)�9$/8(�$''('�'$7$
(per cent)

�D��$JJUHJDWLRQ�HIIHFWV
Model with aggr. manufacturing gross output and

 sectoral gross output Solow residuals at 2-digit level

OLS IV
Contemporaneous
response

Long-run
response

Contemporaneous
response

Long-run
response

1.17 (.14) .21 (.35) 1.17 (.14) .08 (.42)

�E��$JJUHJDWLRQ�HIIHFWV�DQG�WKH�XVH�RI�YDOXH�DGGHG�GDWD
Model with aggregate manufacturing value added and
sectoral value added Solow residuals at 2-digit level

OLS IV
Contemporaneous
response

Long-run
response

Contemporaneous
response

Long-run
response

2.84 (.47) .75 (.86) 2.96 (.48) -.26 (.95)

Note: Annual two-digit and four-digit data, 1958-1984 (Bartelsman and Gray, 1994). Response of sectoral
productivity to a unit innovation in aggregate output. Instruments are the political party of the president and the
rate of growth of military expenditure and the oil price, current and lagged once and twice. The standard errors
of the impulse responses are estimated following Luetkepohl (1991).
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∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆\ K K N N P P \ X
W W W W W W W M $ W M

M

W
= + + + + + + +− − − −

=
∑θ θ θ θ θ θ ϕ1 2 1 3 4 1 5 6 1

0

2

,

OLS IV

θ1 .26 (.007) .31 (.012)
θ2 -.01 (.007) -.03 (.012)
θ3 .03 (.014) -.02 (.023)
θ4 -.01 (.009) -.02 (.016)
θ5 .61 (.006) .60 (.010)
θ6 -.01 (.006) -.02 (.001)
ϕ1 .18 (.013) .16 (.018)
ϕ2 -.06 (.014) .05 (.028)
ϕ3 -.01 (.014) -.07 (.035)

7HVW�RI�PRGHO�UHVWULFWLRQV

+
M

M
0

0

2

0: ϕ
=

∑ = 132.3 (s. lev. = .00) 37.1 (s. lev. = .00)

+
M

M

0

1

6

0: θ
=

∑ = 57.7 (s. lev. = .00) 19.6 (s. lev. = .00)

Note: Annual four-digit data, 1958-1984 (Bartelsman and Gray, 1994). Standard errors are
reported in parentheses. Instruments are the political party of the president and the rate of
growth of military expenditure and the oil price, current and lagged once and twice.


