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1. I ntroduction

Monetary policy in South Africas trangtion economy, given capitd account liberdisation and severe
congraints on fiscd policy, has the mgor responghility for curbing inflation and currency ingability,
and yet trying to ensure sufficient growth for longer-term political gtability. Currently, monetary
policy is going through a rgpid trangtion. Previoudy, an old-fashioned, partly “monetarist” view
assumed a ample connection between money supply and inflation. Accumulated internationd
evidence does not support this, and in South Africa too force of circumstance has recently seen a
move away from these ideas. The shift to inflation targeting which has aready been announced (see
adsn Cagtdeijn, 1999) demands good forecasting modds of inflation, as well as a shared
understanding with the private sector of the effectiveness of monetary policy for inflation, see
Lederman and Svennson (1995). The latter suggests an increasing need for transparency and
public discusson of the underlying issues.

However, the South African Reserve Bank’s quarterly econometric macro-mode has not
wholly been opened to outsde scrutiny (by contrast with the UK where Treasury and Bank of
England modds are published and discussed at conferences and academic pand mestings)™.
Discussions suggest that the Bank’s models appear to omit two of the most important interest rate
transmission channels. viawedlth effects, and so asset prices; and via expectations?. Consequently, it
is difficult to take a wdl-informed view of the Sze and dynamics of the effects of monetary policy.

Further, these models give insufficient attention to the consegquences of regime shifts such asfinancid

An exception is atechnical workshop with private sector and academic attendance, September, 1998,
discussing sectoral equations of the models, some of which have been published piecemeal in Quarterly
Bulletins of the Reserve Bank.



liberdisation, and, more generdly, to the highly influentid Lucas Critique of the use of policy
moddling, see Lucas (1976). Such defects in earlier UK models played a mgor role in the
spectacular and costly macroeconomic policy failures of the late 1980s and early 1990s.

This paper andyses the conduct of monetary policy by the Reserve Bank both by a
description of higtoricd evidence and by the forma modelling of interest rate rules of various types,
a0 utilisng forecasting modds for output and inflation. A quantitative description of past policy
should throw light on what scope there is to improve policy. Despite mgor changesin policy now in
process and prospect, continuities with past palicies are inevitable. New rules under discussion can
be seen as vaiants, usng different weights, of the interest rate feedback rules which we find
describe past behaviour. Our andyss helps to understand the likely continuities as well as changes
in policy. Our forecasting models may dso serve as ussful prototypes of the modes required to
make inflation targeting function well.

Section 2 describes the ingtitutions of South African monetary policy. There have been three
broad monetary policy regimes since the 1960s (Table 1). A liquid asset ratio-based system with
quantitative controls on interest rates and credit up to the early 1980s was reformed gradudly
toward a cost of cash reserves-based system by about 1985. We discuss the use of pre-announced
monetary targets from 1986, and the main policy emphasis on the central bank’s discount rate in
influencing the cost of overnight collaterdised lending and hence market interest rates. Since early
1998, a new system of monetary accommodation has been introduced with daily tenders of liquidity
through repurchase transactions (repo system). Monetary targets continue to be announced, but as
is the case with the Bundesbank (Clarida and Gertler, 1996), these targets are guiddines, rather than

drict rules.

Theinflation sector, see Smal and Pretorius (1994), does, however, include one asset price (the exchange



The more open capitd account and financid liberdisation in the 1990s has much diminished
any usefulness of such targets, and they have been formdly supplemented by a broader set of
indicators. These include the exchange rate, asset prices, the output gap, the balance of payments,
wage settlements, totd credit extenson, and the fiscd stance (see RESERVE BANK Quarterly
Bulletin, October, 1997). It is likely that such indicators played a role in the preceding years too.
However it has never been made clear what weights are attached to these indicators, nor how such
weights may have changed, for instance, in the face of externa shocks. It is apparent that baance of
payments consderations, paramount in the latter haf of the 1980s, and during currency crisesin the
mid- to late 1990s, have caused a countercyclica policy to be pursued.

As of March, 1998, M3 growth guiddines have operated over a 3 year rather than annua
bass, and, for the firg time, an inflation target for core inflation of 1-5 percent was announced
(though without a deadline for reaching it). Policy appears to be evolving towards greater
trangparency, aming to achieve more credibility and a more pronounced effect on inflationary
expectations.

Section 3 analyses Taylor rules, extended in various directions, as quantitative descriptions
of monetary policy in the 1986-1997 period. We find that a basc Taylor rule with partid
adjustment and incorporating a foreign interest rate gives a poor description of policy. Indeed, at
face vaue, such a rule suggedts that policy with respect to inflation was apparently perverse.
However, this ignores reactions of interest rates to excess money growth, which are found significant
in afurther extenson of the mode, reducing the apparent perversity of interest policy with repect to
inflation.  Findly, we show tha a satisfactory policy description needs to incorporate some

dlowance for financid liberdisation, which with the removd of quantitative controls on interest rates

rate), and a simple expectations proxy in the inflation equation, based on lagged inflation and the



and credit and restrictions on competition, was associated with a substantia risein red interest rates.
However, even with this more satisfactory modd, it is plan that forecast inflation received a
relatively low weight in the reaction function in the 1986-1997 period. It seems both desirable and
likely thet the weight on inflation islikely to rise subgantidly.

Section 4 derives a 4-quarter-ahead forecasting modd for the rate of growth of rea GDP.
During the 1980s in South Africa, there were sgnificant regime changes with the move to new
operding procedures for monetary policy and a saries of internd financid liberdisations.
Periodicdly, serious political crises entailed the increasing internationd isolation of South Africa,
reflected in diminished trade and finance, while its minerd dependency as a primary exporter gives
an important role to terms of trade shocks in determining income growth. Our modd builds in
alowances for these features as well for a more standard income-expenditure agpproach for
andysing the deviations of output from trend.  We find that changesin nomind interest rates as well
as levels of red rates, with quite long lags, have a negative effect on future output. These effects
have, however, been somewhat dtered by changes in the monetary policy regime. The trade surplus
and government surplus to GDP ratios and improvements in the terms-of -trade dl have a postive
effect on future output. A smooth stochadtic trend satisfactorily represents long-run changes in
productivity growth of the kind one might expect in an economy subject to such regime changes.

Section 5 presents a modd for forecasting the change in the log consumer expenditure
deflator four quarters ahead. The modd has an ‘error or equilibrium correction’ form. Apart from
other dements in the short-term dynamics, we find that the forward inflation rate tends to fal when
the red exchange rate is more overvaued, when wholesde prices are low reative to consumer

prices, and when the indirect tax rate is low. We find that long-run inflationary expectations can be

change in the money supply.



quite well proxied either by average inflation over the previous five years or by a smooth stochagtic
trend. The latter promises to offer a practicd method for deding with shifts in long-run inflationary
expectations such as those which might arise from the adoption of inflation targeting. Other factors
reducing domedtic inflation are lower foreign inflation, a rise in the two year change in the current
account surplusto GDP ratio and afdl in the output gap.

Section 6 summarises and concludes.

2. Institutions of South African M onetary Policy

21 The South African Reserve Bank

The legd independence of the South African Reserve Bank (SARB) is guaranteed by the South
African Condtitution (findised in 19967), which states. “The primary object of [SARB] is to protect
the vdue of the currency in the interest of baanced and sugtainable economic growth in the
Republic. [SARB], in pursuit of its primary object, must perform its functions independently....; but
there must be regular consultation between the Bank and the Cabinet member responsible for
nationad financid matters” The conditution can only be dtered with a two-thirds mgority.
Otherwise any dteration to the primary goas of the SARB would be contested in the Congtitutiona
Court.

While the Condtitution guarantees the SARB’ s independence, it nevertheless sates that the

exact powers and functions of the SARB should be determined by a separate Act of Parliament.



However, the current Reserve Bank Act (1989, with subsequent amendments) does not prescribe a
completely transparent framework for monetary policy. In the first place, given that monetary policy
targets are mere guiddines, the Act leaves open what leve of inflation offers sufficient price gahility,
the rate with which gtability should be achieved, and with whom the ultimate responsibility for price
gability rests. In the second place, while the SARB is in principle accountable to Parliament through
briefings and reports, there are no explicit benchmarks againgt which the performance of the SARB
can be judged.

The Reserve Bank Act (1989) dates that the SARB’s management and functions are the
ultimate responsibility of the SARB’s full Board of Directors, which comprises 14 members’, and
which meets four times ayear at present. However, while the Board may discuss monetary policy, it
does not take interest rate decisions - though there is nothing in the Act to stop it from doing so.
Moreover, the minutes of Board mesetings are not published.

In practice, the operation of the main monetary policy tool between 1986 and 1998, the
setting of the level of the Bank rate, has been a the behest of the Governor (see sections 2.3
below), after consultation with the Deputy Governors. The Minister of Finance may aso be
consulted, but policy may be dtered without his approva, and further, minutes of his meetings with
the SARB are not published. The Governor and three Deputy Governors are gppointed for 5 year
terms by the State President, but typically the tenure has been longer than this®, which may have

enhanced the independence of the SARB, but has potentialy concentrated power in the hands of

The Governor, histhree deputies, three further officials appointed by the Government, and seven
individuals elected by the SARB’ s private share-holders (four from finance or commerce, two from
industry and one from agriculture).

4 Governors De Jongh (1967-80), de Kock (1981-89) and Stals (1989-99), and Deputy Governor de Swardt
(1990 -), have all exceeded the five year tenure. The new Governor, Mboweni began histerm in August,
1999.



too few".

Apat from monetary policy resting in the hands of a few or ultimately one person, the
process by which these decisons are arrived at is unclear. As shdl be seen below, a wide range of
intermediate variables, such as private credit growth, and the level of and changes in reserves, have
in recent years supplemented the money growth "guiddines’ in influencing interest rate decisons
amed a lowering inflation. However, it is not known which weights apply to these many and

different indicatorsin the interest rate rule, which renders policy quite opague.

2.2 Monetary and Inflation Targeting

Explicit monetary growth targets for M3, a broad definition of money?, were announced annualy
during 1986 to 1998, following the recommendations of the de Kock Commission (1985). Targets
were chosen both to accommodate projected red GDP growth and to contain inflation. As of
March, 1998, M3 growth guiddines have operated over a 3 year rather than annua bass.
Moreover, for the firg time, an inflation target for core inflation of 1-5 percent was announced
(though without a deadline for reaching it). Policy appears to be evolving towards greater
trangparency, aming to achieve more credibility and a more pronounced effect on inflationary
expectations. The feashility of moving to a formd inflation targeting system has recently been
discussed by the Reserve Bank in Casteleljn (1999), and by Kahn (1999).

In Figure 1, target growth zones and actud money growth outcomes are shown from 1986.

As s the case with the Bundesbank (Clarida and Gertler, 1996), these targets are guidelines, rather

Governors may be dismissed by the Minister of Finance but currently only for malfeasance or
incapacity.



than drict rules. A large deviation is gpparent during the mid to late 1980s, as well as persgent
overshooting of the targets from 1994 onwards, after the resumption of capitd flows to South
Africa

Clearly the more open capitd account and financid liberdisation in the 1990s has further
diminished the usefulness of the M3 targets, and they have been formaly supplemented by a broad
and eclectic sat of indicators. These include the exchange rate, asset prices, the output gap, the
balance of payments, wage settlements, survey-based inflation expectations, total credit extension,
and the fiscal stance (see SARB Quarterly Bulletin, October, 1997). It is likely that such indicators
played a role in the preceding years too. However, as has been pointed out, it is unclear what

weights attach to these indicators, nor how weights ater in the face of externa shocks.

2.3  Operating Procedures

There have been three broad monetary policy regimes since the 1960s (see Table 1). Fird, aliquid
asset ratio based system with quantitative controls on interest rates and credit wasin place up to the
early 1980s. Increasing dissatisfaction with this system, and following the recommendations of the de
Kock Commission Reports (1978, 1985), resulted in reforms (see details in Appendix 2) from the
early 1980s, toward a cost of cash reserves-based system by about 1985.

Under this second system, pre-announced monetary targets were used for the first time, with
the main policy emphasis on the centrd bank’s discount rate in influencing the cost of overnight
collaterdised lending and hence market interest rates. Our interest rate models in this paper focus on

the second system of monetary control.

M3 isabroad definition of money, including notes and coins held by the public, plusall types of



In practice, to reduce the demand for bank credit, the SARB increased the bank interest
rate a which it provided discount-window accommodation to banking ingitutions againg the
collatera of various government bills. The supply of credit (a mgor component of money supply
changes in South Africa) could be influenced by open market operations and various other policies
acting on overdl liquidity. By cregting a persstent “money market shortage’ (where banks are in
need of accommodation), and setting the bank rate a a relaivey high leve, the commercid bank
rates have typicaly been closdy linked to the bank rate. According to the SARB, monetary control
thus operated indirectly through the dowing of the demand for money, with an estimated lag for its
ultimate effect on inflation of over twelve months (e.g. Stal's, September, 1995).

Snce early 1998, following the difficulties and political sengtivity of direct interest rate
setting under volatile capitd flows, athird system of monetary accommodation has been introduced,
operating daily tenders of liquidity through repurchase transactions (repo system). The repo interest
rate is thus market-determined in auctions. The Reserve Bank sgnds its policy intentions on short
term interest rates to the market through the amount offered at the daily tender for repurchase
transactions, and this was recently made clear to the banks (SARB, June, 1999). A full provision of
the estimated daily liquidity requirement of banks indicates indicates a neutrd postion on the part of
the SARB. Margind over- or under-provison of the estimated liquidity requirement Sgnds that the
SARB would prefer the repo rate to stabilise a prevalling levels. However, sgnificant over- or
under-provison of liquidity indicates the SARB would like to see a movement in the repo rate, the

degree of which depends on the extent of rationing. Thus, rather than controlling the cost of liquidity

deposits, short, medium and long-term, of the domestic private sector with South African banking
institutions.
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though setting the discount rate, the operation of monetary policy has effectivey switched to

rationing the quantity of liquidity.”

3. Interest Rate Rules

3.1 Background

A subgtantid literature has accumulated on the “Taylor Rule’, (Taylor, 1993), as a description of
interest rate setting behaviour by centrd banks. The ample Taylor Rule specifies the centrd bank’s
policy rate as a linear function of actua or expected inflation and of the actud or expected output
gap (that is, a measure of the deviation of output from capacity or trend output). A specia case of
the Taylor rule, where the weight on the output gap is zero, is ‘inflation targeting’, in which the policy
rate responds only to expected inflation. Policy smulations with macroeconometric modes for a
range of countries suggest that variants of the Taylor Rule have desrable stabilisation properties (e.g.
**Barrdl and Pain (1997)). Clarida and Gertler (1996) argue that despite the Bundesbank’s clams
to base interest rate policy largdy on ensuring that monetary growth fdls within specified target
ranges, amodified Taylor rule provides a better description of its actua behaviour.

One widely adopted modification of the Taylor rule is to permit partid adjustment of the
centrd bank’s rate. This reflects the fact that central banks typicdly try to avoid interest rate

volatility. For smdler economies subject to some degree of internationd capital mobility,

Auctions with a predetermined fixed interest rate, much used in the early days of the new system, now
only operate under exceptional circumstances, in order to obtain an immediate and substantial changein
money market interest rates (e.g. in the face of large external shocks).

11



afurther modification is necessary Snce domestic interest rates will necessarily tend to follow foreign
raes. In the extreme case of perfect capital mobility, by the uncovered interest parity condition,
internationd interest rate differentiads reflect expected changes in the nomind exchange rate and risk
premia. In the long-run, one would expect changes in the nomina exchange rate to be reated to
differences in the respective countries inflation rates. This would imply that the smadl-country redl
interest rate should broadly follow foreign red rates.

This theory would suggest, for quarterly data,

= ao+ birs + by EaDalnpuy + 3B OULGADm + 04 1 1 - DsDalng 14 (3.1

wherer; isthe centra bank’s policy rate, Djlnpw.« iSthe annud rate of change of the consumer price
index over the horizon of k quarters, outgap.m is the output gap at t+m, r; is the foreign short
interest rate and DyInp +., is the foreign inflation rate. The horizons k and m are a the discretion of
the Bank but will be congtrained by its forecasting ability.

One testable hypothesisis b4 = bs, which would imply that the foreign interest rate entersin
red form (abstracting from tax condderations). Some other specid cases are worth mentioning.

For example,

1-b1:b2:b4:b5 (32)

would imply that, in the long-run, the domedtic red rate moves in pardld with the foreign red rate.

But in the short-run, the domedtic interest rate can be higher or lower depending on whether the

12



output gap is pogitive or negative and on the direction of the adjustment process.
An dternative hypothesisisbs = 0. Thismight ariseif D4Inp .1 is a poor proxy for expected
foreign inflation or the relevant horizon over which it is expected is different. For example, r ., may

itsdlf better reflect expectations of foreign inflation.

3.2  Edimating on Extended Taylor Rulefor South Africa

It is clear from the discussion in Section 2 that there were mgor changes in monetary policy regimes
during the 1980s. The early to mid-1980s under the Governor de Kock saw a move away from a
system of monetary control utiligng high liquidity ratios on banks and various quantitative contrals,
for instance on interest rates and consumer credit. The new cash reserve based system of monetary
control operated viathe cost of cash reserves, where the SARB’ s bank rate (i.e. the rediscounting
rate for treasury hills) became the mgor policy tool with the am of influencing a spectrum of market
rates.

Our quantitative modelling of the discount rate beginsin 1986. There are two reasons for
this. The firg is that the trangtion from the liquid assets to a cash reserve system of monetary control
was not accomplished immediady. As shown in Appendix Table 2, liquid asset requirements were
reduced gradudly during 1980-85 from the abnormdly high leves prevailing in 1980. Further,
following the de Kock Commission find report of 1985, forma monetary growth target ranges were
introduced for the first time only in 1986. The second reason is that during the 1984-1985 debt
criss, interest rates were raised to extraordinary levelsin avain atempt to keep foreign capita

inflows coming and to prevent a debt defaullt.
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It isobviousthat a Taylor rule cannot describe well the 1984-5 episode.

South Africa has had capitd controls on domestic resdents for many years, though these
have been somewhat relaxed in recent years. Foreign investors, however, have been rdatively
uncongtrained, except for the voluntary boycotts and restrictions of the 1980s imposed on South
Africa to exert pressure againg the Apartheid regime.  While South Africa may not be a typica
smal open economy for the 1986-1997 period, the modd in (3.1) is nevertheess an important
reference point. Itsimplications and the hypothesisin (3.2) can be tested empiricaly.

Given the above consderations, the SARB’s end of quarter discount rate was modelled
usng (3.1) on data for 1986Q2 to 1997Q4 using an IV technique to handle forward looking
expectations. The discount rate, scded by 100, is shown in Figure 2. Four dternative horizons
were selected. The firgt gives a backward looking model where k=m=1. This can be estimated by
OLS. The second uses contemporary inflation and output gaps, k=m=0. 1V estimation is used on
the conservative assumptiorf that the Bank’s information set is dated t-1. The third model uses
forward looking inflation and the current output ggp. Thus k=3, implying the 4 quarter ahead
inflation rate seen a t-1, and m=0. The find specification takes forward looking versons of both,
k=m=3.

The output gap is condructed using an extended verson of stochastic trend modes of the
type recommended by Harvey (1993), see also Harvey and Jaeger (1996). This can be estimated

using the STAMP programme of Doornik et d (1996). The mode has the following form:

Iny: = a0+ (1-a1) STOCH; + a1lny.1 + SbjX;: + & (3.3
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wherey; is rea GDP, STOCH; is a smooth stochastic trend reflecting the underlying capacity of the
economy to produce and the X;; pick up cyclicd factors. Didtributed lags of changes in log capacity
utilization and changes in the log red gold price are used here for an estimation period of 1973Q1 —
1998Q4. The stochadtic trend is defined as a moving average of a moving average of random

shocks. To be precise:

D?’STOCH; = h; (3.4)

where h; is arandom shock. Since differencing twice gives a Saionary series, STOCH isan [(2)
variable. The technique gives good results and is to be preferred to the widely used Hodrick-
Prescott filter because it does not rely on any arbitrary cdibration of the variance of the underlying
shocks hy, see Harvey and Jaeger (1996) for discussion. Instead, dl the parameters of the model
are estimated from the data.

The contextudisation of (3.3) and (3.4) in modern time-series literature deserves further
discusson. Standard Dickey-Fuller tests suggest that over 1973-1998, log red GDP in South
Africais integrated of order one, i.e. (1), implying that diny, is a Saionary variable, 1(0). The
combination of (3.3), where the X; are clearly 1(0), and (3.4), appears to contradict this since
STOCH; is1(2). However, asis wdl-known, the hypothesis that a variable such as Iny; is 1(1) is
hard to digtinguish from dternatives such as that Iny; has a large autoregressve component and is
dationary about a determinigtic trend or a deterministic trend with a change in trend at some point in

thesample. A low variance 1(2) stochagtic trend is often much like the latter.  In other words, the

8 Thisis approximately correct for national accounts information, though thisis subject to revision.

Information on prices, interest rates, money and credit aggregate tends to be available with lags of afew
weeks or less.
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hypothesis that Iny; is 1(1) is quite hard to distinguish from the dternative of 1(0) on the one hand,
and 1(2) on the other, where the [(2) component is a smooth, low variance series.

The results, shown in Figure 2, were compared with the dternatives of moddling the
underlying capacity trend with a cubic function of time and split time trends. For dmogt dl
specifications reported below, the stochadtic trend model gives a better fit than these two
dternatives. Figure 2 dso shows the SA discount rate and the annua 1og-change in the consumer
expenditure deflator, our measure of annud inflation. The foreign interest rate is taken as the US 3
month T-bill rate, shown in Figure 4, and the foreign price index isthe US CHI.

The reaults are shown in Table 4. The results are very driking. Mot remarkably, in al
specifications the interest rate has a strongly sgnificant NEGATIVE response to domestic inflation
whether lagged or forward looking. At the very least, this suggests some mgor omitted factors
which truly influence short interest rates in South Africa. The US inflation rate dways has a postive
but inggnificant effect, except in column 4 where the effect is negative but ill inggnificant. Omitting
it makes little difference to the other parameter estimates. The US T-hill rate is dways sgnificant,
though only at the 8% level in column 4, and the hypothesis can be accepted that, ceteris paribus, a
one percentage point rise in the US rate is eventually followed by a one percentage rise in the South
African rate. The output gap is dways sgnificant. On the face of it, therefore, it would gppear that
in the 1986-1997 period, the SARB was concerned with output stabilisation, i.e. raised interest
rates when output or prospective output was above trend. However, it apparently moved interest
rates perversdly with inflation or prospective inflation.  This seems not the most obvious way of
controlling inflation, though to the extent that the output gap is a cause of subsequent inflation, the

focus on the output gap is likely to have been beneficid.
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A specification test for columns 2 to 4 of Table 4 of the overidentifying restrictions rejects
the specifications (Fn the test effectively compares the fit of the unrestricted reduced form regression
of the dependent variable on dl the ingruments, with the fit obtained when the endogenous
explanatory variables in (3.1) are replaced by their fitted vaues from ancillary regressions of these

variables on the instruments)

3.3  An Extension of the Taylor Rulefor Excess Money Growth

Since, on the evidence just presented, the extended Taylor rule represented by (3.1) clearly makes
little sense for South Africa, further extensons were consdered. Most obvioudy, snce SARB
declared its officid policy to be one of following monetary growth targets from 1986, one can
extend (3.1) by adding to it the deviation of monetary growth from the target, taking the latter to be
the average of the upper and lower ranges et for the guiddines. Some experimentation suggested
that the annua monetary growth deviation percelved a t-1 was the best measure. The results are
shown in Table 5a The deviaion of monetary growth from the guiddines has a Sgnificantly pogtive
effect in dl four goecifications. The fits of the equations dl improve compared with Table 4. And
the counter-intuitive negative inflation effects are much wesker, indeed inggnificant in the forward-
looking inflation specification.

Although the results are less implausible than those of Table 4, the combination of results
from Tables 4 and 5a suggests that excess money growth is negatively related with recent, current
and future inflation, given the other varigbles in the hypothesized interest rule reaionship. Clearly the

excess money growth variable in Table 5a mops up about haf the negative inflation effect in Table 4.
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A test of over-identifying redtrictions in columns 2 to 4 rgjects the modd, further evidence

that the Table Samodd is ill not satisfactory.

34  Further Extensonsof the Taylor Rule

We have dready discussed the mgor changes in the financid system in South Africa in the 1980s
and 1990s. As various interest rate controls, credit restrictions and barriers to competition have
been removed, so0 the supply and demand for credit have become increasingly market determined.
This has the implication that, other things being equa, higher and higher rates of interest have been
required to equilibrate the supply and demand for credit. In Aron and Muelbauer (1998), we have
developed a univariate indicator of the degree of liberdization of credit markets, which we denote as
FLIB. Our hypothessis that the bank rate set by SARB cannot be immune from this process and
we therefore include FLIB(-1) as an additiond regressor in the extended interest rate rule. Before

we turn to these reaullts, we explain briefly how FLIB was estimated.

Financial Liberalisation

The implications of financid liberdisation for monetary policy control have aroused interest and
controversy, and a growing literature (eg. Ericsson e d, 1997). Financid liberdisation makes
possible greater borrowing, and can give rise to asset booms, which make further borrowing
possble, effectively increasng the spendability of illiquid assets. This can drive the debt and
consumption to income ratios up sharply, as seen in the UK and Scandinavia in the 1980s, and

Mexico in the 1990s. To mode financid liberdisation and its consequences, a flexible technique
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linking inditutiond information with the behaviourd responses is needed. Developing oneis far from
easy. In Aron and Mudlbauer (1998), we mode a univariae indicator of financid liberdisation,
FLIB, usng a piecewise linear spline function, based on sequentid indtitutiond changes, in which we
permit no reversds. This indicator enters behavioural equations for household debt and
consumption which are esimated jointly, imposing the cross-equation redtrictions arisng from the
use of the same FLIB function in each. The debt and consumption equations aso incorporate arich
st of economic variables including income and income expectations, important wedth effects and
interest rate effects. A thumbnal sketch of financid liberdisation, paticularly as it affected
consumer credit markets, can be given as follows.  Following the de Kock Commission reports
(1978, 1985), subgantia financid deregulation took place in South Africa's financid and credit
markets in the 1980s (detalls are given in Appendix Table 2). The firgt key event was the move
towards a more market oriented monetary policy in 1983-4 with a mgor decline in the banks
liquidity ratios. The second was associated with the 1986 Building Societies Act, and moves in
1987 and 1988 to increasing competition in the mortgage market. A series of de-mutuaizations and
take-overs in 1989-90 consolidated the stronger competition in the credit market. The 1990s saw
pensons increasingly being used to provide additiona collatera for housing loans. The popular
access bond accounts alowing households to flexibly borrow and pay back up to an agreed limit set
by their housing collateral were introduced in 1995. Findly, after the 1994 dections, many more
black South Africans obtained forma employment, particularly in the public sector, giving access to
credit which they would previoudy have been denied.

This quditative portrat has implications for a univariate measure of financid liberdisation.

The firg is of a monotonic rise, thet is, no reversds. The second is for particularly strong rises in
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1984, in and after 1987, some consolidation in the early 1990s, and a renewed rise after 1994.
Unfortunately, available information on inditutiond changes does not permit further quantitative
implications to be drawn.

We define a financid liberdisation proxy FLIB via a non-decreasing linear spline function
basad on the above consecutive inditutiona changes as follows. Define adummy D which is zero up
to 19834 and 1 from 1984Q1. Its four-quarter moving average, DMA84, then takes the vaues
0.25, 0.5, 0.75 and 1 in the four quarters respectively of 1984, and 1 theresfter. We define
DMASES to be the 4 quarter lag of DMA84, and DMA86 to DMA97 to be the 8 to 48 quarter lags,

correspondingly. We then define

FLIB = d84 x DMA84 + d85 x DMASS5 + ... d97 x DMA97

Thus, up to 14 parameters are used to define the spline function which, in principle, can shift shape
in the first quarter of each year. However, by congraining these parameters to be non-negetive,
only 6 parameters are needed in practiceto define FLIB.  As noted above, when esimating this
function, these parameters are subject to cross equation redtrictions between the debt and
consumption equations, since FLIB enters the latter in ajoint estimation.  The estimated series for
FLIB isshown in Figure 3.

The results of extending the interest rate rule to include FLIB are shown in Table 5b. There
is adramatic improvement in the results. FLIB has a Sgnificant pogtive effect in dl 4 pecifications
and the inflation effect is now postive throughout. The column 2 specification, with current dated

inflation and output gep gives the biggest inflation effect as well as the best fit. As before, including
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the lagged US inflation rate gives pogtive coefficients though none are sgnificant. The results are
therefore not reported.  All variables now have the expected direction of effect, excess money
growth, the US interest rate and the output gap remaning sgnificant in most specifications.
Moreover, the specification now passes atest of the overidentifying restrictions.

These reaults thus suggest that, in the context of liberdizing credit ad other financid
markets, and the international interest rate environment, the SARB did pay attention to current
inflation and the output gep in its interest rate policy, despite the monetary growth targeting thet it
engaged in both in rhetoric and in fact. In the context of the large structurd changes in money and
credit markets, the attempt to target money growth was surely a mistake, leading to a worse output
and inflation outcome than could very probably have been achieved, had a more sensble verson of
the Taylor Rule been followed. Our own evidence, of which more in Section 5, supports the
conclusion of Mall (1998) who findsllittle link between monetary growth and subsequent inflation.

The UK had effectively abandoned monetary targeting by 1986, just as South Africa began,
in large part because of the lack of dability in the rdationship between money growth and output,
inflation and interest rates. It had, by then, dso been effectively demondtrated in a number of
econometric studies, see for example Hendry (1985), that inverting a money demand equation does
not give a sensble modd of inflation — a least not in countries without hyperinflation or budgetary
problems s0 severe that the authorities are tempted to resort to the inflation tax as a mgor source of
revenue.

The recent downgrading of the monetary growth guidedines, the officid acknowledgement
that a wide range of information is now examined when formulating monetary policy, and movesin

the direction of inflation targeting, are therefore to be welcomed.
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4. Output Forecasts

The Lucas Critique has had a huge influence on econometric methodology, playing a mgor role in
the switch from econometric estimation to cdibration in the rise of the Redl Business Cycle (RBC)
school literature on the one hand, and the switch from large scae econometric moddling to VAR
modelling on the other. Neither approach is very helpful for understanding the kinds of issues with
which this paper is concerned.

A better methodology, in our view, isto modd shifts in macropolicy feedback rulesin more
gructural models which build in as much ingdtitutional knowledge as possible. The background for the
gpproach, tailored for the US economy, is set out in Muelbauer (1996). It is shown that it is
possible to forecast income growth up to three years ahead with considerable success, with the key
variables being the change in nomind (and sometimes red) short-term interest rates, the red
exchange rate (a measure of international competitiveness), the trade surplus to GDP rétio, the
government surplus to GDP ratio and the change in ared share priceindex. These varigbles explain
the deviation in income from trend, where the trend is represented either by alinear trend subject to
changes in dope or a smooth stochastic trend which does not impose changesin trend a priori but
dlows them to be estimated flexibly. Parameter shifts in the income forecasting relationships appear
to take place a broadly the dates suggested by prior information about policy regimes,

corroborated by the shiftsin the estimated feedback rules, and in the direction predicted by theory.

Forecasting Equations
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As discussed above, during the 1980s there were significant regime changes in South Africawith the
move to new operaing procedures for monetary policy and a series of interna financid
liberdisations. Periodicdly, serious politica crises entailed the increasing internationd isolation of
South Africa, reflected in diminished trade and finance. In particular, from late 1985 until the
democratic dections of 1994, South Africa had little access to internationa capital (apart from
some trade finance), and domestic policy was directed at maintaining current account surpluses
through large import surcharges, exchange rate depreciation and interest rate policy. This congraint
together with South Africa's minerad dependency as a primary exporter are expected to give an
important role to terms of trade shocks and the current account balance in determining output
growth (Figures 5 and 6).

Output is modelled using an extended verson of stochastic trend models of the type
recommended by Harvey (1993) and Harvey and Jaeger (1996), and was edtimated using the
STAMP programme of Doornik et ad (1996). The economic basis for the modd stems from

Muellbauer (1996), discussed above. The model has the following linear reduced form:

Dalnyiea = a0+ STOCH;: + ailny: + Si— i@iXit + Sj=1,nSs=0k0jDXjr-st € 4.1

where y is red GDP, STOCH; is congructed to be a smooth stochagtic trend reflecting the

underlying capacity of the economy to produce; and the X;; include a range of possible determinants

of output, discussed below. As discussed above in the context of the definition of the output gap,

STOCH is congtructed to be an 1(2) variable.
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This equation can be reformulated as an equilibrium correction formulation with a long-run

solution given by

Iny =-(@o+ STOCH + Si=2n@jX; Ya (4.2)

However, Snce non-linear parameter regtrictions are unavailable in STAMP, we report the
coefficients of equation (4.1) directly. Note that the difference between Iny and STOCH/a ; is 1(2),
given the low variance of the I(2) variable STOCH. Hence, one can think of equation (4.2) as
representing a cointegrating relaionship in which the deviation from trend of Iny is cointegrated with
the X; components which are 1(1).

The set of explanatory variables X; ° examined included those relevant in Muellbauer (1996),
namely the red and nomind interest rates, the government surplus to GDP ratio, the trade surplus to
GDP rétio, the red exchange rate, area stock market price index; but, in addition, the log terms of
trade.™® Further, ingtitutional and dummy variables were incdluded, namdy a measure of financid
liberdisation, and a measure of the shift in monetary policy in the early 1980s crossed with the
interest rates, and a dummy for the drought of 1992/3.

In the process of amplification from the generd forms, the data suggested severd
transformations, in particular moving average versons of some of the key regressors, and we obtain
the results shown in Table 6. Two four quarter ahead output forecasting equations are reported: for

the full sample of 196602 to 199794, and for the shorter sample of 196692 to 1990g4. Chow tests

Thevariables are defined in Table 3, where stationarity and other statistics are presented. Recent trends
in the range of macro-economic variables used in the equations are given in Appendix Table 1.

Poor data precluded the inclusion of an unemployment rate asin Muellbauer (1996), but implicitly thisis
captured by the deviation of the dependent variable from the stochastic trend.

10
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are unavailable in STAMP and the shorter sample is thus used to demonstrate parameter stability. ™
In treating the dynamics, for lags longer than three we restrict the dynamics to fourth differences or
four quarter moving averages to prevent overparameterisation.

In the parsmonious equations reported, the only 1(1) variable is the red interest rate, which
is expected to form a cointegrating vector with the deviation of output from the stochagtic trend.
Note, however, that the current account and government surplus to GDP ratios are borderline 1(0),
s0 potentialy they could dso be part of a cointegrating vector.

We have emphasised three types of regime shifts. The firgt, captured by the stochastic trend,
reflects adowdown in the underlying growth rate in the early 1980s associated with the productivity
losses resulting from the increasing isolation of South Africa (for example, the inefficient production
of petrol from coa under trade sanctions which constrained oil imports). In the 1990s, there was a
recovery in the underlying growth rate. The second type of parameter shift reflects changes in
monetary policy in 1983-84 away from quantitative controls via liquidity raios and other
mechanisms towards more market oriented methods via interest rates. The measure is based on
changing prescribed liquid asset requirements (see Appendix 2). The third shift is financid
liberalisation from the 1980s, measured as detailed above in section 3.

Turning to the parameter estimates, nomina rises in interest rates and the leve of the red
rate both have strong negative effects. The red interest rate dso enters as a lagged four quarter
moving average, suggesting its effects on output are rdatively long-lasting. The long duration
probably results from the effect on investment and therefore the capital stock of high red rates.
However, the shift towards more market-oriented monetary policy in the 1980s appears to have

somewhat weskened their influence. The shift is picked up by interacting D, (PRIME) and RPRIMA

n The forecasts are based on full-sample estimates, not recursive estimates, since recursive estimation is
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with the liquid asset ratio measure.™ One resson for the smaller nominad effect is that when credit
rationing is more pervasive, as before the regime shift, companies can do less to get round the cash
flow condraints that result. Both effects may further be explained by the higher correlation between
interest rates and quantitative credit controls used as a demand management policy tool before the
regime shift. Financid liberdisation enters as a firg difference suggesting that it has only a short-run
effect in boosting outpt.

The pogtive government surplus effect enters through a three year moving average, which
implies that deficits have long-lasting effects on later income growth.® It is possible in the South
African context that, as well as reflecting the typicd concerns for budget deficits followed by higher
taxes or lower government expenditure, these deficits dso sgnd palitical shocks. For example, in
the past, unrest in the townships was often followed by higher socid or military expenditure but may
have had a direct negative effect on growth.

The poditive effect expected from the trade surplus to GDP ratio is confirmed. There is a
week pogitive effect from the (three year) change in the terms of trade (including gold), as one might
expect in aminerd dependent economy. Findly, given the importance of agriculture in South Africa
output, the drought dummy produces the expected negative effect.

To test for parameter stability, a sample break of 1990 was chosen to coincide with the new
monetary regime of Governor Sas, as wdl as the increased momentum of politica change initiated
by the release of palitical prisoner, Nelson Mandda. The parameter estimates from the shorter

sample are extremely close to those of the full period suggesting that once Structura change has been

unavailablein STAMP.

Theliquid asset measure in itself proved insignificant in the equation.

In contrast, in the US paper (Muellbauer, 1996), there is evidence that before the heightened concern
with government deficitsin the 1980s, there was a negative “Keynesian” response of output to the
government surplus.

12
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accounted for as described above, the remaining parameters are stable. There is no evidence of

autocorrelated resduals. Tests for normdity and heteroscedadticity are aso satisfactory.

5. I nflation Forecasts

Structurad modelsin open economies, as exemplified in typicad large quarterly modds, examine the
interrelationship of consumer prices, wages, wholesde or output prices, import prices and the
exchange rate - see Bank of England (1999) and Pretorius and Smal (1994)*. In principle, VAR
models of inflation are concerned with the same set of variables and the lagged relationships
between them.

Methodologicaly, our modd for forecasting inflation four quarters ahead can be regarded as
the single equation reduced form of aVAR sysem. VAR models used for forecasting with five
endogenous variables as above need fairly short lags for parsmony. Moreover, whileasingle
equation of a conventional VAR can be used to forecast one quarter ahead, forecasts further into
the future using recursive subdtitution, require, in generd, dl the remaining equations of the VAR.
Our single equation reduced form has the advantage over afull VAR of smplicity, and, it turns out,
of economic interpretability. The disadvantage is that one might expect some positive resdud auto-
correlaion, given that our dependent varigble is the four quarter ahead inflation rate, which has a
three quarter overlgp with itslagged vaue. This could mean that estimated t-ratios and standard

errors require some adjustment.

1 Theinflation sector in the South African Reserve Bank quarterly econometric model discussed in this

paper isthe most comprehensive for South Africa.
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Our moddl estimates inflation four quarters ahead™, measured by the log change in the
consumer expenditure deflator™®, given information a time t (cf. the 12-month ahead inflation model
of Stock and Watson, 1999). The approach differs from earlier work in three respects. In treating
the dynamics, for lags longer than three we redrict the lag structure to fourth changes and four
quarter moving averages to prevent overparameterisation. This dlows examination of longer lags
than is possble in a conventiond VAR. We ds0 treat dowly evolving long-run inflationary
expectations by long backward looking inflation rate averages, or by a stochastic trend. Findly, we
emphasise the role of inflation as relaive price adjustment. In other words, an essentid feature of the
modd isits“equilibrium correction” representation in which rdative prices play akey role.

The reduced form single equation VAR mode has the following generd representation:

D4|nPt+4 =0 (ao + Sizz,naiXit - |nPt )+ Sj:l,nSs:O,kbjDth—s +f LONGI NFL; + e

= f(X) +f LONGINFL, + e (5.1)

where D4InPy.4 is the four quarter ahead inflation rate; the X; include a range of potentid inflation
determinants detailed below; LONGINFL is along moving average of past inflation (or a Sochastic
trend in an aternative representation) to proxy long-term inflationary expectations, while e, is white
noise.

Given the finding that the annud inflation rate is 1(1), then equation (5.1) cannot be
interpreted directly as an “equilibrium correction” representation. However, since the moving

average of inflation should dso be (1), and the deviation of inflation from its moving average should

1 Wefind that asimilar approach also gives remarkably good forecasts of the eight quarter ahead inflation

rate.
The consumer expenditure deflator is preferred to the CPI as the dependent variable because it excludes
mortgage interest payments.
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be 1(0), then if the following representation is consstent with the data it can be given an equilibrium

correction interpretation’:

DylnPus - LONGINFL, = (1- ) (F(X) - LONGINFLY) + X, (5.2)

where X; iswhite noise.

The persstence of inflation in South Africa has been widdy commented on (see Figure 7),
and one could think of such persagence in terms of a measure of long-term inflationary
expectations™. We represent these inflationary expectations, after some experimentation, by the five
year moving average of inflation; and in an dternative specification by a smooth stochagtic trend.
Either representation turns out to have very sgnificant effects.

For the modd in its most general specification, the X; comprise nine variables, though in a
generd-to-specific testing procedure the data suggested the elimination or transformation of some of
these. The variables are the log of the red exchange rate, log(REER); the real wholesde price index,
log(RWP), deflating by the consumer expenditure deflator, as well as the nomind rate of WPI
inflation; the ratio to current GDP of the seasondly adjusted current account surplus, RCADEF; the
terms of trade (including gold), LTOT; the output gap, OUTGAP; the log of the prime interest rate,

log(prime); a proxy for the indirect tax rate, TAXR; the log of unit labour costs divided by the

o We are grateful to David Hendry for this point.

A partial explanation is given by overlapping contracts, by relative wage objectives (see Fuhrer and
Moore, 1995), and by the practice of capturing last year’'s priceincreasesin this year’ s wageincrease —
rather than by using formal indexation. Unions for black workers were legalised in 1980, though unions
wereincreasingly effective from the early 1970’s.
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consumer expenditure deflator, RULC; and the rate of change of an index of foregn wholesde
prices, FORINFL. These are (1) variables, asisthe inflation rate.™

We present two specifications for forecast inflation, which differ in ther trestment of
inflationary expectations. one uses the proxy of along average of past inflation; the other a stochastic
trend from estimating with the programme STAMP (see sections 2 and 3 for a discusson of the
congtruction of a smooth 1(2) stochastic trend using STAMP).

After severd steps of amplification from the generd forms, we obtain the results shown in
Table 7. Note that the estimation period for South African inflation from 197991-199704 is dictated
by aregime switch from a fixed exchange rate to a floating rate regime in 1979q1, expected to ater
the inflation process.

As expected, there are poditive effects on next year’s inflation rate from the red WP, as
consumer prices catch up with a lag to producer prices, from the output gap (for traditiona
reasons); and from the foreign rate of WP inflation and its fourth lag, Snce with a given exchange
rate, foreign inflation will trandate to some degree into domestic inflation. The prime rate increases
inflation through its effects on the mortgage cost component of the CPl. While our dependent
variable excludes this component, these costs will, with alag, feed into wages which respond to CPI
inflation. A rise in the rate of indirect taxation is expected to rase the price levd, and, in the
trangtion, the rate of inflation.

There is the expected negative effect from the red exchange rate: the more overvaued the
exchange rate, the more competitive pressure acts on domestic producers to prevent price
increases, as well as from the change over the previous two years in the current account to GDP

ratio, through exchange rate gppreciation, but also as a symptom of faling excess demand.

19 Detailed definitions of variables and statistics are given in Table 3. Recent trends in the range of macro-
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A risein theterms of trade, viaaboom following a postive gold price shock islikdly to have
inflationary consequences. Findly, the red unit labour cost could have a pogtive effect, indicating the
lagged feed-through of labour cogts. Otherwise it could have a negative effect, suggesting that when
red unit labour costs are below average, there is more scope for wage increases and so inflation. In
the evert, both the levels effect and the rate of change effects proved inggnificant in our equation.
Note that the ratio of the unit labour cost to consumer price deflator is trendless during 1982-1998
(Figure 8).

Other experimentation with red or nomind M3 or private sector credit growth variables
showed a lack of dgnificant podtive effects over the four quarter horizon (whereas they are
ggnificant in the eight quarter ahead equation). Conventiond VAR modds provide no counter-
evidence on this score.

One variable which we have neglected, but which is potentidly important for the South
African case, isameasure of trade policy. Trade barriers began to be dismantled in 1990 and
especidly after 1994, which put downward pressure on inflation. Unfortunately we do not have an
index of effective protection combining the effects of tariffs and quotas (the latter are dominant in
South African trade policy until the early-1980s).

The LM tedts for the fird regression of the form (5.1) reported in Table 7 show little sign of
resdua autocorrdation, while it passes CHOW and normdity tests. Recursvely estimated beta
coefficients computed in PCGIVE are shown in Figure 9. These suggest that the LONGINFL
variable only begins to be sgnificant after 1994, having shown reaively little variation in the previous
15 years. The LM tedts are tightened with the impostion of the restriction discussed in equation

(5.2), which is accepted by the data. Findly, the STAMP regresson using a stochastic trend is

economic variables used in the equations are given in Appendix Table 1.
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reported in the second column of Table 7, and shows Smilar regression coefficients to the equation
in column 1, with an improved standard error . The evolution of the trend is broadly smilar to that
of LONGINF.

The STAMP approach has the advantage of flexibility in real-time forecasting. Suppose, for
example, that a new inflation targeting regime was widely regarded as credible, and supported by
fiscd and other palicies. If this succeeded in sharply reducing inflationary expectations, the stochastic
trend estimated by STAMP islikely to pick up this regime shift within afew quarters. A backward-
looking moving average of inflation, which assumes a Smilar degree of duggishnessin actud inflation
feeding into long-term inflationary expectations in the future as in the past, may not be s0 successful
in asorbing the regime shift.

Be that asit may, the two approaches give very smilar inflation forecasts over the estimation

period.

6. Conclusons

Monetary policy in South Africa has been through mgor evolutionary changes, particularly in the
1980s and again currently. In this paper we have moddled interest policy rules since 1986. Aswe
show, attempts to fit a Taylor rule extended for the lagged dependent variable and the US short term
interest rate, do not give sengble results. Astonishingly, it gppears that the Reserve Bank changed
the interest rate perversdly with lagged, current or future inflation, with the estimated coefficients

drongly ggnificant. Only by introducing excess money growth and an indicator of financid
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liberdisation (both factors raised red interest rates), does the Reserve Bank’s palicy rule look more
sensble. Even then the weight attached to inflation is substantidly below that found for policy rules
in other countries, or indeed, with pure inflation targeting. These results, together with our modelling
of inflation might suggest that the monetary targeting regime adopted in 1986 resulted in costly policy
erorsin terms of lost output and unnecessary inflation, so that its recent effective abandonment is to
be welcomed. The force of this conclusion is weskened, however, by the fact that policy had
competing preoccupations from late 1985, principaly maintaining surpluses on the current account,
given the virtua cessation of capitd inflows.

While our forecast modds for output and inflation were partly amed at deriving efficient
insruments to estimate variants of the Taylor rule, they dso offer ingghts on monetary policy
transmission with interesting policy implications®, aswell as practica suggestions for forecasting
inflation, crucia under atargeting regime. For output, we find strongly significant interest rate effects
both from the change in the nomina rate and the level of the red rate, though there is some evidence
of adedline in both these coefficients™ with monetary policy regime changesin the 1980's.

Forecagting inflation one year ahead, we did find an effect from the output gap in common
with other studies, though only from its difference, suggesting low persistence from this source of
inflation; but found no evidence for money or credit growth effects. However, the exchangerate is
clearly an important factor for inflation. Not surprisngly, it gopears not have a gable relaionship
with short-term interest rates. This leaves the authorities with difficult policy quandaries, as
demondtrated only very recently in the 1996-98 exchange rate crises, when the exchange rate

continued low or to fall further despite large increasesin red interest rates.

» However, note that these models do not constitute afull system and in themselves do not make

possible policy experiments of the type discussed by Cunningham and Haldane (1999).
While model coefficients declined, it is not necessarily the case that the effects of interest rates
declined, given asharp increase in the variance of interest rates at the time.
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A risein the interest rate, however, raises inflation as measured by the consumer price
deflator in the following year, dmogt certainly via the mortgage cost component of the CPI, which
feeds into labour costs. The mortgage cost component in the CPl has unfortunate policy
implications. While inflation targeting will use the CHI-X (which excdludes mortgage interest
payments, smilar to the UK’ s RPI-X), wage negotiators still focus on the headline CPI (or
whichever provesto be the higher). There is, therefore, a strong case for switching to an imputed
rent measure in the CPI, asinthe USin 1981 and Audtrdiain 1998. The case for thisis stronger in
South Africathan in the UK, since the market-rented sector is subgtantialy larger than the 10
percent in the UK. If this policy was to be adopted, it would be important to preserve a substantial
flexible market-rented sector, refraining from rent controls and home-ownership subsidies.

The move to inflation targeting which has been announced demands good forecasting
modeds of inflation. Our inflation forecasting models should prove useful to the Reserve Bank. The
Kaman filtering or stochastic trend approach helps to contral for the effects of structurd changes
usudly neglected in Reserve Bank modds (e.g. trade liberdisation, deregulation of markets, and a
tougher government stance on unions) and offers a practica way of deding with the Lucas critique.
Indeed, the move to inflation targeting itsdf can shift inflationary expectaions. There isllittle evidence
of pogtive serid correlation in our four quarter ahead inflation forecasts. This suggests negetively
autocorrdated disturbances in the inflation process (implicit exchange rate forecasts probably being
one factor). These would probably not be picked up in a conventionad VAR, where lags are
restricted for parsmony. Our single equation reduced form gpproach with a flexible lag structure

therefore has important advantages —as well as smplicity and interpretability.
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Tablel: Monetary Policy Regimes

Years Monetary Policy Regime

1960-1981 Liquid asset ratio-based system with quantitative controls on
interest rates and credit

1981-1985 Mixed system during transition*

1986-1998 Cost of cash reserves-based system with pre-announced monetary
targets (M3)

1998 Daily tenders of liquidity through repurchase transactions (repo

inflation

system), plus pre-announced M 3 targets and targets for core

1. Detailsin Appendix 2.

Table2: Higtory of Money Growth Targets

Year Money Growth | Money Growth Inflation Inflation Inflation

Guidelines Actual (%) “Target” Actual (total) | Actual (core)
(%)

1986 16-20

1987 14-18 16.92

1988 12-16 27.17

1989 14-18 22.62

1990 11-15 12.22

1991 8-12 12.53 15.3

1992 7-10 7.96 13.9

1993 6-9 7.01 9.7

194 6-9 15.72 9.0

1995 6-10 15.16 8.7

1996 6-10 13.61 7.4 75

1997 6-10 17.15 8.6 8.8

1998 6-10 14.55 1-5 6.9 75

1999 6-10

SOURCE: SARB Quarterly Bulletins
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Table3: Statistics and Variable Definitions

Variable Definition of Variable 1(D) 1(2)
(197092-1997q4) Interest Rate Rules
Discount rate SARB bank rate/100
US T-bill rate 3 month UST Bill rate/100
Inflation Annual inflation rate of the consumer
expenditure deflator
Output gap measure  |Deviation of real GDP from a stochastic trend
Excess M3 growth Annual growth rate of M3 less the annual
growth target rate
FLIB Financial liberalisation measure - see text
USinflation Annua CPI inflation
(196602-199794) Output Forecasting Equation
D.In (y) Annualised real GDP growth rate (seas. adj.) -4.53**
In(y) Log of real GDP (seas. adj.) -1.70
RPRIMA Real primeinterest rate/100 (4 quarter MA) -2.27
D,PRIME Annual change of prime interest rate/100 -4.31**
RCADEF Ratio to current GDP of the seas. adjusted -4.770%*
current account surplus (4 quarter MA)
DEFMA12 Gov. surplus to GDP ratio (12 quarter MA) 3.91**
FLIB Financia liberalisation measure - see text
DFLIB First differencein FLIB -
Monetary regime shift | Dummy progressing from O to 1 in 1983:2- -
dummy 1985:4 , derived from short term liquid asset
requirements
ND4PRIME Shift dummy x D, PRIME -
NRPRIMA Shift dummy x RPRIMA -
Dy, In (TOT) Three year change in the log terms of trade -3.77**
DUM92 Drought dummy=1 for 1991:3-92:2, or =0 -
(1979q1-199794) Inflation Forecasting Equation
Dy In (P) (+4) Four quarters ahead annual inflation rate of the -092
consumer expenditure deflator
LONGINFL Averageinflation rate over the last five years -1.72
D;In (P) Three quarter change in the log of the -0.91
consumer expenditure deflator
In (REER) Four quarter MA of thelog of the real -1.39
effective exchange rate
In (RWPI) Log ratio of the WPI (8 quarter MA) & the -043
consumer expenditure deflator
Ds RCADEF Two year changein the ratio to current GDP -4.05%*
of the seas. adjusted current account surplus
DOutput gap First difference of the deviation of real GDP -5.06**
from a stochastic trend
Dy, In (TOT) Three year change in the log terms of trade -2.85
In (prime) Log of primeinterest rate/100 -3.75**
TAXR Percentage difference between current and -3.03*
market price GDP (two quarter MA)
FORINFL Annual foreign WP inflation -3.33*

k
1. For avariable X, the augmented Dickey Fuller statisticsisthet ratio on p from the regression: DXy = p Xt-1 + S j=1 dj DX-j
yo+Yy1t+ &, wherek isthe number of lags on the dependent variable, g is a constant term and t is a trend. The kth-order
augmented Dickey-Fuller statistic is reported, where k is the last significant lag of the 6 lags employed. For null order 1(2), D X
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replaces X in the equation above. Asterisks* and ** denote rejection at the 5% and 1% critical values.  [Table to be completed)]
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Table4: Taylor Ruleswith Partid Adjustment and Foreign Rates

Dependent variable 1986:2-1997:4 1986:2-1997:4 1986:2-1997:4 1986:2-1997:4

SARB discount rate Equation 1 Equation 2 Equation 3 Equation 4
(using lagged SA (using current SA (using future SA (using future SA

inflation & inflation & current inflation & current inflation & future

lagged output gap) output gap) output gap) output gap)

Regressors

intercept 0.036 (4.2) 0.035(5.3) 0.040 (5.0) 0.017 (2.6)

discount rate (t-1) 0.78 (18.0) 0.80(23.1) 0.75 (18.2) 0.914 (18.3)

UST-bill rate (t-1) 0.22(2.7) 0.20(2.6) 0.18(24) 0.20(17)

USinflation (t-1) 0.07 (1.4) 0.06 (1.2) 0.10(1.9) -0.05 (0.4)

SA inflation -0.15 (4.8) -0.14 (45.9) -0.14(5.2) -0.12(3.1)

output gap measure 0.36 (34) 041(3.8) 049(4.1) 051(25)

Diagnostics

s.e 0.00554 0.00583 0.00609 0.00707

R2 0.964 0.960 0.957 0.942

Adj .R2 0.960 0.955 0.951 0.935

DW 242 241 2.23 1.86

Notes:

1. Absolute values of asymptotic t-ratiosin parentheses

2. The additional instruments used in columns 2 to 4 are two lagsin the output gap, four lagsin the quarterly
S.A.inflation rate, onelag in the rate of change of the nominal exchange rate, the lagged annual growth rate of
real domestic credit, and the lagged deviation of annual M3 growth from target. Furthermore, for column 3, we
added the forecast value of the annual SA inflation rate using t-1 information, from the model discussed in
Section 5. For column 4, we also added the forecast value of the annual rate of growth of output using t-1
information from the model discussed in Section 4. A further experiment of adding 4 lagsin quarterly money
growth had almost no effect on the estimates reported above and in Tables 5a and 5b below.
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Table5a Extended Taylor Rule with Excess Money Growth

Dependent variable 1986:2-1997:4 1986:2-1997:4 1986:2-1997:4 1986:2-1997:4

SARB discount rate Equation 1 Equation 2 Equation 3 Equation 4
(using lagged SA (using current SA (using future SA (using future SA

inflation & inflation & current | inflation & current | inflation & future

lagged output gap) output gap) output gap) output gap)

Regressors

intercept 0.030(3.7) 0.0028 (5.0) 0.027 (4.2 0.021 (4.3

discount rate (t-1) 0.78 (19.9 0.80(25.8) 0.78 (234) 0.83(28.9

UST-bill rate (t-1) 0.17 (22 0.15(2.0) 0.10(14) 0.07(0.7)

SA inflation -0.08 (2.0) -0.07 (2.2) -0.04 (1.0) -0.02 (0.6)

output gap measure 0.23(2.1) 0.26 (2.7) 0.23(2.6) 0.21(3.0)

excess M3 growth 0.078 (3.0 0.077 (3.8 0.096 (4.9 0.103(5.1)

Diagnostics

s.e 0.00514 0.00527 0.00532 0.00544

R2 0.969 0.968 0.967 0.965

Adj .R2 0.965 0.964 0.963 0.961

DW 2.67 2.70 2.63 2.67

Notes:

1. Absolute values of asymptotic t-ratiosin parentheses
2. The additional instruments used were asin Table 4 and also included the lagged US rate of inflation.
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Table 5b: Extended Taylor Rule (with excess money growth and financid liberaisation)

Dependent variable

1986:2-1997:4

1986:2-1997:4

1986:2-1997:4

1986:2-1997:4

SARB discount rate Equation 1 Equation 2 Equation 3 Equation 4

(using lagged SA (using current SA (using future SA (using future SA
inflation & inflation & current | inflation & current | inflation & future

lagged output gap) output gap output gap) output gap)

Regressors

Intercept 0.017 (2.0) 0.011 (1.4) 0.015(2.1) 0.009 (1.7)

Discount rate (t-1) 0.43(3.2) 0.39(3.9) 057 (9.3 0.62(9.7)

UST-bill rate (t-1) 0.38(36) 0.37 (4.6) 027 (32 0.24(2.7)

SA inflation 0.09 (1.3) 0.15(2.2) 007 (1.5) 0.09 (1.9)

Output gap measure 0.23(2.3) 0.20 (2.3) 0.19 (2.0) 0.10 (1.8)

excess M3 growth 0.056 (2.2) 0.051 (2.5 0.055 (2.7) 0.070(3.6)

FLIB 0.089 (2.7) 0.106 (4.0) 0.064 (4.0) 0.060 (3.4)

Diagnostics

s.e 0.00478 0.00455 0.00478 0.00492

R2 0.974 0.976 0.974 0.972

Adj .R2 0.970 0.973 0.970 0.968

DW 2.33 2.36 2.55 2.55

Notes:

1. Absolute values of asymptotic t-ratiosin parentheses
2. The additional instruments were asin Table 5a.
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Table 6: Forecasting equationsfor real output

Dependent variable
D.log (y) (+4)

Using STAMP with
stochastic trend
196642 - 1997q4

Using STAMP with
stochastic trend
196602 — 199094

Regressors
In(y) -1.18(14.7) -1.16 (12.8)
RPRIMA -040 (3.7) -040 (45
RPRIMA(-4) -0.31(-36) -0.31(4.0)
D, PRIME -0.25(-3.0) -0.31 (36)
RCADEF 031(40) 030(41)
DEFMA12 343(32) 4.28 (38)
DRLIB 0.29 (25) 033(26)
ND4PRIME 023(2.2) 033(34)
NRPRIMA 0.34(26) 036(32)
Di2In (TOT) 0.03(18) 0.02 (1.4)
DUMS2 -002(40) -
Diagnostics
se 000923 000923
DW 212 202

Absolute values of asymptotic t-ratios in parentheses
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Table 7: Forecasting Equations for Inflation

Dependent variable
D.log (P) (+4)

Using “inflationary
expectations’
197991 —1997q94

Using STAMP with
stochastic trend
197991 — 199794

Regressors
intercept -1.66 (11.8) -
LONGINFL 063 (63) ]
DsIn(P) -0.19(26) -0.14(1.7)
In (REER) -0.11 (5.0) -0.09 (38)
In (RWP1) 047 (21.0) 050 (4.9)
D, RCADEF 018(77) -0.20(6.2)
DOutput gap 0.64 (4.8) 0.67 (4.8)
Dy In (TOT) 0.10(6.7) 0.10(5.9)
In (prime) (-3) 0.04 (5.6) 0.05(54)
TAXR(-3) 0.84(5.7) 084 (37)
FORINFL (-4) 0.30 (6.6) 0.11(22)
Diagnostics
se 0.00806 0.00827
RZ 0.950
Adj R 0941
DW 173 182
LM1 0.82
LM2 103
LM3 208
CHOW 1.16[.337]

Absolute values of asymptotic t-ratios in parentheses




percentage growth

Figure1l: Money Growth: Actual and Target Guiddines
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Figure2: The Output Gap, Inflation and the SARB Discount Rate
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Figure 3. Financial Liberalisation
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Figure4: USand SA Interest rates
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Figure5: Real GDP Growth and the Current Account
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Figure 6: Exchange Rates and the Termsof Trade (including Gold)
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Figure7: OneYear Ahead and 5 Year Moving Average I nflation Rates

(using the Consumer Expenditure Deflator)
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Figure8: Cost push factors
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Figure9: Inflation Equation (Table 7, Column 1): Recursively-estimated Beta Coefficients
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Appendix Table 1: Selected Macro-Economic Data for South Africa:1960-97

Dates M2/ Priv. CPI Bank | Real | Fiscal | Current | Termsof | London [LT Capital |ST Capital
Gross |Credit/ [Inflation| Rate | GDP | deficit/ | Account | Trade Gold Flow/ Flow/
Reserves| GDP (%) (eop [Growth|GDP (%)| Deficit/ | (90=100) | Price | GDP (%) | GDP (%)
(%) %) (%) GDP (%) ($ per oz)

Five year

aver ages:
61-65 NA NA NA 37 5.7 -3.7 21 87.1 351 -1.7 0.1
66-70 54 54.0 25 5.6 5.3 -4.7 24 84.0 37.0 16 19
71-75 7.7 55.6 7.6 5.7 44 -3.3 -4.2 9.7 78.3 3.0 0.6
76-80 10.1 53.7 126 7.3 21 -5.0 -0.7 106.3 186.8 17 -1.5
81-85 6.8 55.3 130 14.8 3.0 -2.5 -1.8 104.2 446.7 10 0.5
86-90 118 59.3 16.9 129 15 -4.3 31 1054 390.0 -0.9 -2.3
91-95 16.2 614 137 14.8 0.1 -4.9 13 9.1 366.6 -0.1 -1.1
96-97 152 66.5 6.8 16.0 33 -5.9 -1.6 1017 385.9 25 -0.3

The 1990's:
1990 1848 | 6098 | 1550 |1800| -0.30 | -190 19 100.00 383.58 -0.04 -0.60
1991 1585 | 6214 | 1700 |1700| -1.00 | -2.70 2 98.40 362.19 -0.56 -0.14
1992 1536 | 6130 | 1630 |1400| -220 | -450 15 97.10 3A3.72 -0.44 -0.94
1993 1619 | 6013 | 1040 |1200| 130 | -850 16 98.00 359.70 -0.07 -3.92
1994 1530 | 62.38 930 [1300| 270 | -6.80 -0.3 101.90 384.05 0.81 0.19
1995 1351 | 65.35 740 |[1500| 340 | -570 -2 100.50 384.17 3.76 0.16
1996 1692 | 67.66 620 [1700| 320 | -6.10 -1.3 102.90 387.71 124 -0.75
1997 9.23 70.62 810 [1600| 170 | -560 -1.5 10150 33L11 5.05 -1.65
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Appendix Table2: Financial Liberalisation in South Africa 1960-97

A. LIBERALISATION OF INTEREST RATES

Deposit Rate Contrals:
Mar. 65-Jul. 66  Upper limitsfirst imposed on rate of interest payable on bank and building society deposits

Dec. 69 Reintroduced at 7% per annum

Aug. 70 Dropped: government decides to subsidise certain interest rates
Mar. 72 Reintroduced

Mar. 80 Dropped

Lending Rate Controls:
i. Clearing banks prime rates for overdraft:

before 1967 Minimum and prime overdraft lending rates set by agreement with the SARB at 1.5 and 2%
above the bank rate

1967-mid-75 Min. and prime overdraft lending rates set at at 2 and 2.5% above bank rate

dul. 75 A newly defined prime rate ("the lowest rate at which aclearing bank will lend on overdraft")
set by individual bankswithin the margins 2.5-3.5% above the bank rate (changesto be
discussed first with the SARB)

16 Feb. 82 Banks released from obligation of keeping prime rate within specific limits (still had to inform
the SARB of intended prime rate changes)

ii. Loan and credit transactions:
Maximahave beenin force since before the 1960sin terms of various Usury and Finance Acts. Maximum finance
charge rates are now linked to clearing banks' prime rates by formula, for various categories of money loan and
credit and leasing transactions.

iii. Mortgage rate:
Informal constraints were removed only in the early 1980s

B. DIRECTED CREDIT

Nov. 65 Total of discounts and advances by monetary banking institutions to the private sector
restricted to the level of such credit on 31 Mar. 65
Dec. 66 Ceiling reduced to 92.5% of the Mar. 65 level
Aug. 67 "Voluntary" control made mandatory by proclamation
May 68 Extend ceilingsto cover bank investment in private sector securities
Aug. 70 Extend to non-monetary banks to curb competition
Sep. 72 Intention announced to phase out ceilings, but raised them by 7.5%
Nov. 72 Credit ceilings abolished
Feb 76 Credit ceilings reimposed for bank credit to the private sector
77-80 Further tightened ceilings at various points
Aug. 80 Credit ceilingsfinally withdrawn
C. CASH RESERVE AND LIQUID ASSET REQUIREMENTS

Liquid Asset Requirements:
Liquid asset requirements were used as the principal monetary policy instrument fom 1960 through mid-1982.
Details from the maximum ratios reached in early 1980:

Aug. 80 Two categories of banks: e.g. Cat. A: 58% (ST), 35% (MT), 5% (LT)
27 Sep. 82 Two categories of banks: e.g. Cat. A: 54% (ST), 34% (MT), 5% (LT)
19ul. 83 All banks the same % liabilities: 48% (ST), 28% (MT), 5% (L T)
20 Sep. 83 All banks the same % liabilities: 40% (ST), 20% (MT), 5% (L T)
8 Dec. 83 All banks the same % liabilities: 30% (ST), 20% (MT), 5% (L T)
14 Mar. 84 All banks the same % liabilities: 25% (ST), 18% (MT), 5% (L T)
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29 Mar 85
31 Aug. 85

Feb 91

Apr. 93

All banks the same % liahilities: 22% (ST), 16% (MT), 5% (L T)

New method to calculate ST liabilities resultsin alarger calculated amount of such liabilities.

All banks: 20% (ST), 15% (MT), 5% (LT) liabilities

Definition of ST liabilities extended to include repurchase agreements and other liabilities not

previously included. All banks: 20% ST liabilities

Certain types of assets (e.g. banker's acceptances) lose liquid asset status. All banks: 5% total
liahilities

Cash Reserve Requirements:

Start to be lowered from March 1982. Details from the early 1980s:

11 Apr. 80 Two classes of banks: e.g. A: Basic: 8% (ST, non-i bearing); Additional: 7% (ST, non-i
bearing), 5% (MT, i bearing with NFC)

12 Sep. 80 Two classes of banks: e.g. A: Basic: 8% (ST, non-i bearing); Additional:10% (ST, non-i
bearing), 3% (MT, non-i bearing), 2% (MT, i bearing with NFC)

31 Mar. 82 Two classes of banks: e.g. A: Basic: 8% (ST, non-i bearing); Additional: 4% (ST, non-i
bearing), 3% (MT, non-i bearing), 2% (MT, i bearing)

27 Sep. 82 All banks: Basic: 8% (ST, non-i bearing); Additional: 2% (ST, non-i bearing), 2% (MT, i bearing
with the National Finance Corporation (NFC))

30 Sep. 83 All banks only Basic requirements: 8% (ST, non-i bearing) 2% (MT, non-i bearing), 2% (MT, i
bearing with NFC)

15Mar. 84 All banks: 8% (ST, non-i bearing) 2% (M T, non-i bearing)

31Jul. 85 Bank's vault cash included in cash reserves

1Apr. 86 All banks: 5% (ST, non-i bearing) 2% (M T, non-i bearing)

1Feb. 91 All banks: 4% (ST, non-i bearing)

21.3ul. 92 All banks: 4% (ST, non-i bearing); additional 1% (ST, i bearing)

26 Apr.93 All banks: 3% (ST, non-i bearing); additional 1% (ST, i bearing)

Aug. 93 All banks: 1.5% (ST, non-i bearing) 1% all other liabilities; additional 1% (ST, i bearing)
D. COMPETITION IN FINANCIAL MARKETS

28 Feb. 83 Register of Co-operation (ROCO) ended: this was an agreement among commercial banks
which limited competition.

1983 Few new banking institutions stablished prior to 1980. From 1983, a substantial number of new
banks were allowed to start operations (1980:50, 1989:60)

Takeovers and mergers:

1989 Nedbank and SA Permanent Society merge to form Nedperm Bank

1991 United, Volskas and Allied Societiesform ABSA

1992 ABSA takes over Bankorp (leaves 4 major banking groups)

1994 onwards  Foreign banks enter SA

Einancial innovation:

1990s Credit cards; "Access Bonds" where househol ds can borrow against housing collateral;

Pension assets can be used as collateral for mortgage lending
E. SUPERVISORY/PRUDENTIAL REGULATORY CHANGES
1986 Building Society Act, 1986: Tax benefits and other advantages giving building societiesa
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monopoly of the mortgage market are phased out.

1988 Amendments to banking and building society legislation enacted in 1988 made cash reserve
and liquid asset requirements the same for each. Previously building societies required no cash
reserve requirements against liabilities to the public, substantially lower liquid asset
requirements and no supplementary liquid asset requirements.

1990 Deposit-taking I nstitutions Act of 1990: Banks & building societies brought under the same
legislation, save for small mutual building society sector (covered by separate Act)

F. EXCHANGE RATE LIBERALISATION

1961-1975 Fixed exchange rate regimes of various types

Sep 22 1975 The Rand is devalued 17.85 percent: the new rateis R1.00=$1.15.

Jan 24 1979 A two-tier exchange rate system established: official rate renamed the Commercial Rand and
put on acontrolled float, applicable to foreign trade, authorised capital transfers and current
payments including remittance of dividend and interest payments. Free-floating Financial Rand
applicableto non-residents' financial transactions, incl. FDI, repatriation of capital and
profits,and outward capital transfers by residents and emigrants.

Feb 71983 Dual exchange rates are unified to a controlled float of an Effective Rand.

Sep 2 1985 Two-tier system isre-established, with Commercia and Financial Rands.

Mar 1995 The dual rates are finally unified in a"managed" float

G. CAPITAL ACCOUNT LIBERALISATION
Non-residents
Mar 1995 The dual rates are unified (abolition of all controls on the transactions of non-residents)
June, 1996 Local borrowing limit for 100% foreign investorsis doubled to 100% of effective capital
Residents:

13 July 95 Institutional investors are allowed to swap up to 5% of their total assets with foreign investors
(insurance companies, pension funds and unit trusts)

June, 1996 Thelimit oninstitutional investors for asset swapsisraised to 10%

June, 1996 Financial institutions can place up to 3% of 1995 cash flows abroad in 1996 by end-1996, and
easier forex access for corporations wishing to invest in neighbouring states

June, 1996 Exports still have to be repatriated within 7 days, but can offset forex needs for imports within
30 days.

October, 1996  Authorised foreign exchange dealers foreign exchange cash limits doubled to $1.5 billion (since

March 12, 1997

April, 1996 had been allowed to exceed these limits).

Reforms announced in Budget speech, effective from July 1997 include:

- Corporates can transfer up to R30 million per new investment to countries outside the
Common Monetary Area, & up to R50 million per new investment in SADC countries

-Firms can raise off-shore financing based on balance sheet strength of their parent co.’s
-Long-term insurers, pension funds and unit trusts authorized - in addition to swap facilities
previously sanctioned - to transfer capital abroad in 1997 equal to 3% of net inflow of fundsto
these institutions during 1996, with overall limit of 10% of total assetsto be held in foreign-
currency denominated securities

- Qualifying institutional investors allowed to invest 2% of net domestic income surpluses
during 1996 in securities listed on stock exchangesin the SADC member countries, subject to
the overall limit of 10% of total assets.

SOURCE: CategoriesfromBandiera et al (1997). De Kock Commission (1984); SARB Quarterly Bulletins;
Money and Banking Statistics of South Africa: 1970-92.

1. Note: adjustments to deposit and lending rates were made at various times to the maximum rates and various
classes of intermediaries and liabilities subject to these controls, and coverage and level of credit ceilingswas
also adjusted on several occasions.
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2. Details on the foreign exchange market from Aron et al (1998).
3. Discussion of different monetary policy regimes, including the use of explicit monetary targets (later
“guidelines”) from mid-1986, is given in the text.
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