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Abstract:  Ultra-high-frequency datais defined to be afull record of transactions and their associated
characterigtics. In this paper marked point processes are applied to describe
ultra-high-frequency data. By producing general marked point process sample function
density, inserting the Markov process, which describes prices transition into the marked
point process, prices transition rate is estimated by ML.
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1. Introduction

Ultra-high-frequency data is defined to be a full record of transactions and their associated
characteristics (Robert F. Engle 2000). Transaction data inherently arrive in irregular time intervals. Of
course, one can aggregate this data up to some fixed time interva (Tim Bollerslev 2001). There is
naturally aloss of information in such aggregate. If the intervals are small the large number of zeros
makes econometrics analysis very complex.

The times and prices of transactions are random. As in science and engineering, stochastic
processes can be used to solve these econometrics problems. Engle and Russell (1997, 1998) devel oped
an autoregressive conditional duration model, which is based on Poisson process. Robert F.Engle (2000)
introduced a framework to estimate models for ultra-high-frequency data. The latter paper pay eyes on
the transaction intensity. However the transaction prices are the best important, the changes of prices
should be the center being paid attention to. This paper will develop a marked point process model,
deduce sample function density, estimate parameters by ML, and insert the Markov process which
describes the price changes of transactions into the marked point process, and then deduce the
estimation formulation of pricestransition rate.

2. Formulating The Economic Questions Statistically

Transactions data can be described two types of random variables. The first is the time of the
transaction, and the second is a vector observed at the time of the transaction. In the literature of point
processes, these latter variables are called marks as they identify or further describe the event that
occurred.

At to any arrival time w of point process there is a mark u. u; randomly take a mark in countable

set {U,,U,--}. Assume T be ainterval in [t,¥), A be a subset of mark space U. we denote the
number of thepointsby N Tx A which occur intimeinterval T and marksin A. Similarly N [S, t) x
{U} isthetotal numberin [t,,t).Asto t, £ES<t N_ =N - N_,LetN=N [t,,t)x {U}
Assume that: a {N,;t3 t } isconditional orderliness.
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as Dt ® o0, to amost al redizations of the marked point process, the limit of the function
a(Dt,N,,U,) exists.
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This process is called the ith mark density process. The probability that there is a point marked U;
isnearly |, Dt
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When given point numbers the arrival time and the marks of the points, the conditional
probability that thereisapoint over [t,t+Dt) isnearly | Dt
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According to the assumption (a), the conditiona probability that there is not a point is nearly
1-1 Dt
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If giver a marked point process, an event occurs, then the conditional probability that there is a

point marked Uy isnearly |, I,

3. Sample Function Density



The sample function density of marked point processis defined as:
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Where as n=1. E, denotesthe events
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probability which there is a marked point process over [t,,t), the reaization has N,=n points, which

occura W, =W, ---w_ =W, and have marksu;=x; U~X,
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4. Estimating M odel Parameters
Teke a redization {N,, W, ---Wy ,U;---Uy } of the marked point process over [t,t) as
observation data, the Likelihood functionis
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The likelihood estimator is the values which make likelihood functions (13) take maximum, where
it is needed to be represented by data.
Nt =n w, :W1"'Wn :Wn,u1 =X, U, =X

n

5. Estimation Prices Transition Rate
Let x; beprices, {X,t3 t;,X_ =X} beajump Markov process, define

|.I[|lng(Dt) PriX,o =X 1%, =x], itk
_l
3, (1) = 1 é a ., (1) i=k “
i :
Istransition rate from condition X; to condition X, , when given beginning condition Xo, a, X,
statistically denote {x,,t3 t,,x = Cg}

if X has atransition from x; to x, at timet, the marked point has apoint marked x,,  %;. The mark
density process | |, can be obtained by

I U = azﬁco,zﬁxmui (t) 15
z istheaccumulation of all marksover [t,,t),and z, +C, =X,
Replace (15) into (3)(13)
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nisthe observed transitions number of x over [t ,T),w;,W, W, arethetransition time.
X, X, X, are observed transitions.
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Likelihood function can be rewritten as:
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Note:
T(X|) = (Wl - tO)Ixo (X|) + (WZ - W1)|x0+x1 (X|)+ et (T_ Wn)l XQ+X1+:+Xn (X|)
N(X| ® X]) = I X0 (X|)I >(0+x1(Xi) * I>(0+x1 (X|)I XQ#x1+Xn (X]) oot I >(0+x1+~~~+xn_1(xi)|X0+x1+---+xn (X])
T(X;) is the total time of x in condition x,, N(x, ® x,) is the transition times from
condition X; to X;.ThentheML edtimator 3 of a is
iXj iXj
A NX, ® x
ax. N - ( i ]) 19
) T(x,)
T(x)* 0
If T(x,)=0,let éxi,x]- =0

6. Conclusion

This paper proposed a new technique for modeling irregularly spaced time series data using marked
point processes that is particularly well suited for financial transactions data. The formulation of prices
transition rate estimation can be used to calculate the value at risk.
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