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Abstract

This paper analyzes the determinants of the sources of funding for the firms of an economy without stock market. Once the available and relevant financial sources for a Uruguayan firm are defined, their determinants are analyzed through cross section econometric models. The analysis casts out that size, tangibility and profitability are influencing variables in the financial structure. The less profitable firms are those mainly financed through external funding. The firms with a bigger proportion of tangible assets have easier access to long-term banking credit. On the other hand, the firms which do not possess these features or the ones which present a smaller relative proportion of these will tend to get financing through trade credit lines.
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1 Introduction

This research is a contribution to the existing debate as to which theory is the most appropriate to explain the capital structure of firms. In particular, providing evidence for an economy like the Uruguayan in which there is a total lack of access at the corporate level information, and the stock market is not developed.

The capital market is generally a modest financial source for firms in developing economies. In the Uruguayan case it becomes an extremely marginal alternative for the companies, almost inexistent. It goes beyond the objectives of this work to set the reasons for this reality, which makes the Uruguayan economy an interesting case study. The aim of this research is to study the structure of corporate finance in an economy without stock market: an empirical investigation based on Uruguayan case.

The vast majority of previous empirical works analyses the capital structure of firms in economies with highly developed stock markets. Others studies analyses firms that quotes in the stock market in economies with non developed stock market. The comparative advantage of this paper is that study the determinants of capital structure of the most representative firms of a developing economy. These antecedents of developing economies do not take into account the key issue of the topic. The firms have severe constrains to access to the stock market for funding and the access of firm level information is in general only available for this “elite” of firms that quotes in the stock market. For this reason the empirical evidence faces to a trade-off between availability of information and accuracy of the sample.

This work was motivated by the access to a new source of information, the balance sheet data base of Nation’s Internal Audit (NIA) of Uruguay. This data base comprises the universe of firms which abiding by the regulation in force, have registered their balance sheets, in the previously mentioned controlling public institution. The companies comprising this data base belong to the most diverse sectors of the economic activity, such as primary sector, manufacturing, construction, commerce, and other services. This population of firms represents 43% of the GDP of Uruguay in terms of Operational Income and 45% in terms of Assets.

In the first place, the structure of assets as well as the capital structure of an average Uruguayan firm is analyzed. Therein is observed that 40% of the financing is done through equity and the remaining 60% is financed through external funding. The latter is divided in approximately three equal parts, bank debt, commercial debt and other liabilities. Only 11% of the assets are financed through long-term debt.

Once the available and relevant financial sources for a Uruguayan company are defined, their determinants are then analyzed by the use of cross section econometric models. First, the paper analyzes the financial determinants for external funding and then it proceeds into the specific analysis of two main sources, bank debt and trade credit. Next, the research analyzes the determinants of the maturity structure of this debt.


3 According to Article 61 of Law 17243, enacted on June 29, 2000, those firms, whatever their form, whose total assets at the closing of each annual balance surpass the 30,000 Uruguayan Readjustable Units (UR) (approx. U$S 418,300, taking average period values) or who register within the same period net operational incomes surpassing 100,000 UR (approx. U$S 1,394,400) should register before the public control institution (NIA) their balance sheets within 180 days following the closing of its economic exercise.
The analysis casts out that size, tangibility and profitability are key variables in the financial structure of the Uruguayan companies. In general terms, the less profitable firms are those mainly financed through external funding. The big companies with a higher ratio of tangible assets have an easier access to long-term banking credit. On the other hand, the companies which do not possess these features or the ones which present a smaller relative proportion will tend to get financing through commercial credit. In none of these cases the capital market is a financing alternative for the Uruguayan firms, since none of the randomly selected firm’s quotes in the stock market neither as stocks nor securities.

This paper does not analyze any dynamic issues, and this is of course a limitation. The reason for such a shortcoming is there were only available those balance sheets dating back from the time of the enactment of the law – June 2000. A second limitation was that given the characteristics of the analyzed population, there is a certain bias toward big firms in terms of assets and operational income.

2 Data

The present research is done based on the population of the 3,758 companies registered at the NIA by July 2003. This population was corrected by excluding the Investment Financial Corporations and the Duty-Free Zone User Corporations as well as those companies pertaining to the financial sector. The reason for this correction lies on the specific features of the previously mentioned companies which leaves them aside from the research goals.4

In order to define the period of study, those balances with closing dates within July 1, 2001 and June 30, 2002 were classified as belonging to the 2001 fiscal year. Those balances with registered closing dates within July 1, 2002 and June 30, 2003 are considered as pertaining to the 2002 fiscal year. For the sake of the research, only those balances included in the 2001 exercise were considered. This is because the vast majority of registered balances at the NIA are in that year and very few companies have registered their balance sheets in the following year. On the other hand, the year 2002 can be considered as an atypical case for the Uruguayan economy due to the particular events that characterized it.5 In short, after performing all the above mentioned adjustments, it was left a population of 1,669 non-financial private companies.6

Having defined the population, according to the restraints of the balance sheets, it was taken a sample of 500 companies, the data is not available in electronic format, and they would not allow access of a RA to the papers. This was the maximum amount that could be obtained at the NIA. For this reason, the size of the sample was considered as data to perform the sampling and not as a control variable of the research. To select the sample it was sought to maximize the information gathered in it through the random stratified sampling procedure.7 Since random sampling does not guarantee average representation,

---

4 The main activities of the Investment Financial Corporations (IFC) is to make investments abroad. The IFCs can only have a few assets in country like bank accounts in foreign currency or stocks in other IFCs. While they do not perform any activity in Uruguay, the only tax to be paid is the annual 0.3% over its capital and reserves or over abilities in case the last doubles the amount composed by capital and reserves. On the other hand, the Duty-Free Zone User Corporations are capable of performing industrial and commercial activities or providing services at the IFCs. The law grants a generic and total exemption that includes all current national taxes on those to be created excluding those regarding social security. The financial companies were excluded from this research due to the differential features their financial structures present in the same way as Rajan y Zingales (1995) y Drobetz y Fix (2003).

5 The Uruguayan economy suffered a severe financial crisis with bank run. The deep 2002 economic crisis determined an 11% slump of the GDP.

6 For the sake of consolidating balances with different closing dates, all the values were expressed on December 2001 prices adjusted by the Consumer Price Index (CPI) evolution. It was not taken into account in the analysis the possibility of the usage of different adjustment criteria of the companies’ accounting information. This implies supposing that these criteria have all been adjusted before the closing date.

7 This procedure consists of dividing the population of N individuals in L subpopulations or strataums which do not overlap with the respective sizes N_{1}, N_{2}, ..., N_{L}, such as N_{1} + N_{2} + ... + N_{L} = N.
this type of sampling seeks to assure that each group, previously defined, is present in the sample. In order to define the strata and to assign each sample to the appropriate place, it is necessary to determine what variable will be used. In this case, there was information available about size, measured by total assets, and about the activity sector where each company belongs to.

For the specification of sectors, the population under study was divided in terms of equivalence with the International Standard Industrial Classification - Third Revision (ISIC-III).\(^8\)

<table>
<thead>
<tr>
<th>Sector</th>
<th>ISIC-III</th>
<th># Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>A</td>
<td>93</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>D</td>
<td>403</td>
</tr>
<tr>
<td>Construction</td>
<td>F</td>
<td>76</td>
</tr>
<tr>
<td>Commerce</td>
<td>G</td>
<td>708</td>
</tr>
<tr>
<td>Other Services</td>
<td>H, I, K, L, M, O</td>
<td>389</td>
</tr>
</tbody>
</table>

Once the strata are defined, the criterion followed to the distribution of the sample units was the Neyman’s Optimum Allocation.\(^10\) This procedure makes the allocation in a way that minimizes the appraiser’s variance of a given cost of information collection or once having fixed the variance admitted for the appraiser, to minimize the cost in the collection of samples.

After defining \(Lev\) (Leverage) as the random sampling variable, it can then be defined the random variable over each stratum: \(\overline{Lev}_i\) as the mean value of \(Lev\) considering a sample of size \(n_i\) for each stratum. Let \(\sqrt{\bar{V}(\overline{Lev})}\) be the total variance of the previously mentioned

---

\(^8\) The groups Agriculture, Hunting and Forestry (A), Manufacturing (D), Construction (F) and Commerce (G) were defined as sectors in the research. For the sake of sampling and due to the insignificance of the total population’s size of each group, it was decided to omit groups Fishing (B) and Electricity, Gas and Water Supply (E) and to group sectors H, I, K, M, N and O in one sector titled Other Services. As it was previously established, the companies belonging to the Financial Sector (J) were left aside. At the time of performing the research there was no observations in the NIA’s data base of the rest of the groups of ISIC-III.

\(^9\) It must be remembered that NIA’s data base is composed by companies whose assets at the closing of each Fiscal Year surpass 30,000 UR (approx. US$ 418,300) or those who register net operational incomes over the same period greater than 100,000 UR (approx. US$ 1,394,400).

\(^10\) Due to Neyman (1934).
variable at random, \( \hat{\sigma}_i^2 \) the variance for each stratum and \( N_i \) the population for each stratum. Then the optimum allocation will be defined from the minimization of the following expression with \( n = 500 \).

\[
\sum_{j=1}^{l} \frac{\hat{\sigma}_j}{\sqrt{\sum_{j=1}^{l} \sigma_j}} \Rightarrow n_j = n \cdot \frac{N_j \cdot \hat{\sigma}_j}{\sum_{j=1}^{l} N_j \cdot \hat{\sigma}_j}
\]

In Chart III the results from Neyman’s Optimum Allocation are presented for the specified variable and also to show how the allocation would have been in the case of having chosen the proportional allocation. Once the allocation has been defined, a random sample from each stratum is taken. Chart IV compares the size of the obtained sample with the variables at the population level.

### Chart III: Sample Allocation

<table>
<thead>
<tr>
<th>Sector</th>
<th>Neyman’s Allocation</th>
<th>Proportional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>37</td>
<td>28</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>114</td>
<td>121</td>
</tr>
<tr>
<td>Construction</td>
<td>17</td>
<td>23</td>
</tr>
<tr>
<td>Commerce</td>
<td>229</td>
<td>212</td>
</tr>
<tr>
<td>Other Services</td>
<td>103</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>500</td>
</tr>
</tbody>
</table>

### Chart IV: Size of the Sample (Thousands of Uruguayan constant pesos of December 2001)

<table>
<thead>
<tr>
<th>Sector</th>
<th>Assets</th>
<th>Liabilities</th>
<th>Op. Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>8,659,869</td>
<td>4,419,911</td>
<td>3,977,479</td>
</tr>
<tr>
<td>Sample</td>
<td>1,450,176</td>
<td>439,302</td>
<td>481,228</td>
</tr>
<tr>
<td>% Population</td>
<td>17%</td>
<td>10%</td>
<td>12%</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>30,462,097</td>
<td>20,721,501</td>
<td>33,085,618</td>
</tr>
<tr>
<td>Sample</td>
<td>11,008,614</td>
<td>5,948,299</td>
<td>9,687,169</td>
</tr>
<tr>
<td>% Population</td>
<td>30%</td>
<td>29%</td>
<td>29%</td>
</tr>
<tr>
<td>Construction</td>
<td>2,544,561</td>
<td>1,629,372</td>
<td>2,308,778</td>
</tr>
<tr>
<td>Sample</td>
<td>746,918</td>
<td>434,080</td>
<td>960,966</td>
</tr>
<tr>
<td>% Population</td>
<td>29%</td>
<td>27%</td>
<td>42%</td>
</tr>
<tr>
<td>Commerce</td>
<td>44,103,711</td>
<td>32,846,097</td>
<td>47,008,552</td>
</tr>
<tr>
<td>Sample</td>
<td>9,998,763</td>
<td>7,056,738</td>
<td>16,454,612</td>
</tr>
<tr>
<td>% Population</td>
<td>23%</td>
<td>21%</td>
<td>35%</td>
</tr>
<tr>
<td>Other Services</td>
<td>19,081,002</td>
<td>11,830,884</td>
<td>20,071,044</td>
</tr>
<tr>
<td>Sample</td>
<td>4,561,413</td>
<td>2,618,484</td>
<td>4,443,526</td>
</tr>
<tr>
<td>% Population</td>
<td>24%</td>
<td>22%</td>
<td>22%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>110,851,150</td>
<td>71,447,766</td>
<td>106,451,471</td>
</tr>
<tr>
<td>%GDP</td>
<td>45%</td>
<td>29%</td>
<td>43%</td>
</tr>
<tr>
<td>Sample</td>
<td>27,765,883</td>
<td>16,496,804</td>
<td>32,072,501</td>
</tr>
<tr>
<td>% Population</td>
<td>25%</td>
<td>23%</td>
<td>30%</td>
</tr>
</tbody>
</table>

The proportional allocation defines the size in direct relationship to the population of each stratum following a proportional allocation. Let \( n_i \) be the size of each of the samples taken form each stratum such that:

\[
n = n_1 + n_2 + \cdots + n_l
\]

The allocation will be proportional if each stratum’s size is proportional to the corresponding size of the stratum related to the total population:

\[
n_i = \frac{N_i}{\sum_{i=1}^{l} N_i}
\]
In a fast description of the sample, it is observed a composition of assets where 4% belong to Cash Assets, 19% to Inventories, 31% to Fixed Assets and a remaining 46% to Other Assets. From the financial aspect, it can be found that the portion that auto finances itself is 41%. While external financing is divided in similar proportions between Bank Credit, Commercial Credit and Other Liabilities (20%, 19% and 21% respectively). Only 11% of the assets are financed through long-term debt. It is not possible to make a relevant comparison of these results at the international level. This is due to the fact that in the greatest part of the works that have been done are included firms which rank in the stocks market; however, none of the companies taken from the sample of this research meets this condition. Moreover it is also due to the differences in the definitions of the Leverage used, fundamentally which debt should be included in the numerator.

This same analysis of the composition of assets and their financing can be performed at the sectorial level. In the structure of assets the greatest differences are found, as it was to be expected, in the reduced proportion of inventories presented in the other services sector. Similarly this sector is the one that presents the greatest participation of fixed assets. Self funding presents its highest levels in the primary sector with a 70% of the Assets and the commercial sector with a 30% passing through values close to 40% in the rest of sectors. Regarding external financial sources, it can be observed that commercial debts have the greatest value in the construction and commercial sectors reaching values close to 30% of their Assets. Bank debts are higher in the commercial and industrial sectors with values over 20% of their Assets while the primary and construction sectors present the lowest values which are around 15% of their Assets.
3 Empirical Methodology

The estimated cross section models are $F_{S_i} = f(X_{j}, \epsilon_i)$ where $F_{S_i}$ represents the financial structure variable which is pretended to be analyzed for the firm $i$, and $X_{j}$ is the $j$-eth approximate value of the firms’ characteristic influencing on its financial structure. Explanatory variables were chosen as a way of trying to avoid the existence of endogenity, a very common problem in this type of analysis.

For the Leverage case it was estimated by Ordinary Least Square (OLS). In the presence of an unknown form of heterocedasticity and for the correct appraisal of model coefficients, it was estimated covariance matrix according to White’s proposed adjustment of consistence (White, 1980).

For the Long-Term Debt, Bank Debt and Trade Credit Cases, it was proceeded to perform the estimations in accordance with Tobit models. This is due to the fact that many of the observations of the dependent variables are nil, therefore their distributions are censored, in such a way that all the values enclosed in a certain range are presented as a unique value, for this case is zero. To perform the estimation, the logarithm of the likelihood function of the sample is maximized. These estimates would have desirable properties. In order to be able to interpret the estimated coefficients as a marginal affect of the dependent variable over the independent, they must be multiplied by a scale factor; however their sign is kept, which makes it possible in the present analysis to extract relevant conclusions without the need of making adjustments. Similarly, to mitigate the associated problem of heterocedasticity, the models were estimated taking into account the Huber and White correction to estimate covariance matrix.

In the first place, the study will try to identify those variables whose analysis will allow the understanding of the financial structure. This implies taking measures of leverage, the maturity of debt and the different external financing sources used.

With the purpose of attracting the financing ratio with external funding over total financing, it was chosen to consider Leverage measured as Total Debt/Total Assets where total debt is defined as Total Liabilities less Provisions. Non-Current Liabilities/Total Assets and Non-Current Liabilities/Total Liabilities were used to measure the access to long-term credit. In order to measure the different financing external sources the following ratios are defined, Bank Debt/Total Asset, Bank Debt/Total Liabilities, Accounts Payables/Total Assets and Accounts Payables/Total Liabilities. In all these cases, it is attempted to capture the proportion that represents the analyzed source regarding total financing and the companies’ external financing. For the purpose of the study, the influence of the variables over the two definitions is very similar. Therefore, the analysis will be performed on the determinants without concentrating on each of the definitions, except on those cases where pointing out the differences becomes a relevant issue.

Next, it is defined those variables considered a priori as exploratory of the financial structure or that simply have an influence over it. In this line, the theoretical and previous empirical works have demonstrated that size, tangibility, profitability, non debt tax shields and the belonging to an activity sector, among other factors; affect the companies’ financial structure. Since it is not possible to observe these factors in an abstract way, it will become necessary to define their approximate values in order to consider them quantitatively in accordance with the available information.

---

12 The samples data follow a distribution composed by a continuous part (positive observations) and a discrete one (null observations) the probability contained in the censored region is assigned on the null point value.

13 Consistency, asymptotic normality, asymptotic efficiency and invariance.
The total asset logarithm is considered as an approach to the concept of size. However, for the trade credit case, it is also taken into account the sales logarithm so as to consider those big companies in accordance to their sales level.

The quality of the tangibility of the companies is approached through the Fixed Assets + Inventories/Total Assets considering as tangibles not only the fixed assets but also the inventories. The contrary effect is measured by the ratio Intangibles/Total Assets. The influence of this variable captures the appraisal capacity by the funds providers of these non tangible assets which the company presents.

To measure the influence of the companies’ profitability, it will be considered the ratio Operational Result/Total Assets. This ratio is defined so as to avoid the problem of endogeneity, which would imply the introduction of the variable Net Result, since this measure includes the effects of the financial result that is many times determined by the payment of interest responding to the indebtedness structure.

The mark up is another explanatory variable measured by the ratio Sales/Operational Cost, which means the companies’ profits over the operational costs of the business. Also included in some cases is the variable Cash Flow/Assets where the former is defined as Operational Result plus the exercise’s depreciation.

Non-debt tax shields will only be analyzed through the Depreciation/Total Assets ratio, where depreciation corresponds to the exercise under consideration. This is due to the fact that accelerated depreciation is a procedure that could be used by the companies to reduce the taxation load by diminishing the result of the exercise from an accounting aspect over which it is calculated the income tax. The companies that have the possibility of using other mechanisms besides indebtedness to reduce taxes will be less encouraged to recur to it with that purpose.

In this case, in order to capture the sector’s impact over the financial structure, it is included the sectorial mean value of the dependent variable. Due to the degree of heterogeneity of the defined sectors in this research, it was chosen not to consider the binary variables to identify their belonging to a company.

Finally, due to the particular features of the Uruguayan case, a series of variables are included to contrast their influences over the different models. These variables are the firms’ export profile, measured by the Export/Sales ratio, self financing, measured by the ratio Net Worth/Assets and the maturity of assets measured by the ratio Non Current Assets/Assets.

It was sought to isolate to influence of outliers over the results. Thus it was left aside from the estimations in each of the models. Every observation of the variable, either dependent or explanatory, that was to fall out from the range of plus or minus three standard deviations was considered as an outlier.

Before presenting the results of the appraisal, two remarks must be done. First, the inexistence of directly observable attributes determines the difficulty of finding direct indicators to measure the possible determinants of the financing structure. This implies that a link between the theoretical attributes and the available indicators must be found at the moment of performing this research, imposing the regression models the limitation of working with proxies. As the links between theory and empirical evidence through approximate values could be weak and mainly dependent on how the measurement is performed, the analysis demands a special care with the conclusions made. Before concluding definitively that the existing theories have a significant explanatory power over the financial structure, the correlation of approximate values with other measurements of the variables must be more thoroughly examined. Since the information available makes this analysis impossible to be carried out, it is suggested to follow a line of investigation...
that explores more deeply these aspects as done by Bevan and Danbolt (2000). Secondly, there are certain variables that were not analyzed due to the impossibility of having access to them. These variables have been analyzed in other works, showing that they can influence the financial structure. Among them are the age of companies, their property and the tradable nature of their production.

4 Leverage

The modern theory of corporate finance structure starts with the novel laureate work of Modigliani and Miller (1958). Their work demonstrates that under certain assumptions the impact of financing on the value of the firm is irrelevant. From this work, it is established the direction the theories that follow must take to demonstrate under which conditions the capital structure is relevant to alter the value of the firm and determine the optimal capital structure that a company must instrument to carry out its activities. For a comprehensive review of this theories see Harris and Raviv (1991). In general terms, three theories dominate the financial structure debate, the Trade-Off theory, the Pecking Order theory and the Fiscal Theory.

The Trade-Off theory suggests that the firms’ optimal financial structure is determined by the interaction of competitive forces which pressure the financing decisions. These forces are the taxation advantages of financing with debt and the costs of bankruptcy. On one side, since the interests paid for the indebtedness are generally deductible from the taxable base of the companies’ income tax, the optimum solution would be to hold the maximum possible debt. However, on the other hand, the more the company contracts debt the more likely it will be the risk of bankruptcy. There are direct and indirect costs of bankruptcy. The former arise from legal, accounting and administrative costs or the company’s closure or restructure. The latter are related to the risk of direct efficiency loss, to the generation of new management expenses and to the loss of opportunities of carrying out profitable businesses. All these costs generate a counterbalance to the increasing effect of the company’s value originated by the indebtedness. As indebtedness increases so do the bankruptcy costs until it reaches a point where the fiscal benefits face the negative influence of bankruptcy costs. Such as size can be an inverse proxy for the probability of bankruptcy, according to the theory firm size should be positively related with leverage.

The agency costs theory, defined by Jensen and Meckling (1976), investigates the conflicts of interest between owners and managers and between owners and creditors. Since they affect the financial structure of the companies, they must be taken into account at the time of defining the optimum leverage relationship. In the study case was impossible to get access to relevant information to understand in deep the effects of this theory. But as the existence of debt agency cost may induce creditors to require guarantees to their lending, it is expected the leverage relate positively to tangibility of assets. According to the estimation coming out from the result of the OLS model there was no empiric evidence favoring that size influences positively the firms’ leverage. Contrary to what stems out from theory, these results could explain the bias toward big companies that exists in the studied population relative to the Uruguayan average. Comparing to previous results for Uruguay in Bentancor’s work (1999) it was not found any statistic significance regarding the influence of size. For the non-developed countries Guimaraes and de Castro (2003) through the analysis of small and mid-size Brazilian companies show that size is directly associated with Leverage level. The same relationship is observed in Huang and Sang (2002) for Chinese firms. Regarding the results gotten in developed economics, it would be considered the works of Gaud et al. (2003) for Switzerland,

14 This work focuses on the measurement difficulties of the companies’ Leverage level and the deep study of the relationship between approximate values and variables as way to more elements concludes the forecasts of the theory as the main achievements we can mention.
Voulgaris et al. (2002) for the Greek case, Tychor (1997) for the Belgian companies and Mira (2002) for Spain. In all these cases it is demonstrated that firms’ size is positively related to Leverage. Similarly Rajan and Zingales (1995) for companies in the United States, Japan, German, France Italy, United Kingdom and Canada observe the same relationship in all these countries except in Germany where the relationship is negative. Gupta (1969) found a negative correlation between Leverage and the firms’ size for the American Companies.

The influence of tangibility over the Leverage level neither resulted to be significant, contrary to what was expected and similar to what was seen in Bentancor (1999) for the Uruguayan case. At the international level, either Drobertz and Fix (2003) or Gaud et al. (2003) for the Swiss case and Tychon (1997) for the Belgium case, observe Leverage is directly related to the tangibility of assets. In Rajan and Zingales (1995) the tangibility in all the cases presents a positive relationship with respect to Leverage. In non-developed countries, Booth et al (2001) and Guimaraes and de Castro (2003) show that there is significant evidence over the negative influence in the tangible assets over Leverage. A particular result obtained is the positive influence over the leverage degree of the proportion of intangibles in total assets. This result is contrary to what was expected since these assets could not be used as collateral of credit. This observation could indicate the appropriate valuation of this type of assets by the generality of the Uruguayan creditors.

The information asymmetry models are based on the idea that those agents from inside the company have more information about the expected flow of income and the investment opportunities than outsiders. In Signaling theory, originally developed by Ross (1977), the debt is considered as a way to highlight the investors’ trust in the company. This theory is of little use for the Uruguayan case as firms not listen in stock market and therefore their managers do not intend to signal something.

The Pecking Order theory is a consequence of informational asymmetries existing between insiders and outsiders of the firm and argue that exists a hierarchy in the financing funds of firms. According to this theory’s postulates initially established in Myers (1984) and Myers and Majluf (1984), what determines the firms’ financing structure is how firms choose the financing of new investments. First internally with self funding, then with low exposition risk debt such as bank debt, next with public debt in the case of offering a lower sub-valuation than the stocks, and finally with new stocks. This theory explains why the most profitable companies are less likely to ask for loans since they do not need external funding for financing.

It is observed a negative influence over the Leverage level of the Operative Result/Assets variable while the ratio Sales/Operational Cost did not result in a significant influence. On one hand, according to the Trade-Off Theory, taxes and bankruptcy costs would take the most profitable firms to the highest Leverage levels. While on the other hand, the Pecking Order Theory sets that the highest profitability levels turn out in low debt levels by suggesting that profitable companies tend to finance their investments with earnings rotation in place of debt. In the Uruguayan case, evidence favors the Pecking Order Theory. This result was also confirmed for Uruguay by Bentancor (1999). This negative influence is also confirmed by the sample of non-developed economies considered in Booth et al (2001), Guimaraes and de Castro (2003) and Hang and Song (2002). At the level of developed economies, Rajan and Zingales (1996) express that income-yield capacity is negatively correlated with Leverage in all countries except Germany and France where the relationship is not significant.

There is no significant evidence about the Leverage level of tax deduction through an accelerated depreciation such as suggest the Fiscal Theory. Modigliani and Miller corrected their original work in 1963 concluding that firms prefer debt to other financing resources due to the tax deductibility of interest payment. As companies deduct debt interests from the taxable amount of corporate income tax, companies with other tax
benefits, e.g. deductions through depreciation, will value less the taxation advantage of indebtedness than the companies who lack these benefits. Therefore it is hoped a negative relationship between non-debt tax shields and Leverage; as it is observed in Tychon (1997) for the Belgian case.

Traditionally, the studies that relate the industrial classification and the financing structure are based on the assumption that belonging to an industrial sector is an approach to business risk. The companies that belong to definite sector present similarities regarding the production function used, the types on intrinsic warranties in the assets, the liquidity requirements, the profitability mean level, the taxation waivers and other financial advantages from political incentives issued by the government. Therefore, companies from the same sector tend to present similar financial structures without ignoring each company’s specific traits. Regarding the influence of the sector of activity, the included variable resulted to be significant, making clear the existence of certain pattern of related behavior, even though the sectors’ heterogeneity. In Guimaraes and de Castro (2003) it is also evidence of a direct relationship between Leverage and the sector of activity.

Chart V: OLS’ s estimations of the determinants of Leverage

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Definition</th>
<th>Expected Sign</th>
<th>Debt/Assets$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Log(Assets)</td>
<td>+</td>
<td>-0.0033</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-0.2916)</td>
</tr>
<tr>
<td>Tangibility</td>
<td>Fixed Assets+Inventories/Assets</td>
<td>+</td>
<td>-0.0250</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-0.4639)</td>
</tr>
<tr>
<td></td>
<td>Intangibles/Assets</td>
<td>-</td>
<td>1.4153</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.5562)**</td>
</tr>
<tr>
<td>Profitability</td>
<td>Op. Result/Assets</td>
<td>+/-</td>
<td>-0.6852</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-4.2892)**</td>
</tr>
<tr>
<td>Non Debt Tax Shield.</td>
<td>Depreciation/Assets</td>
<td>-</td>
<td>0.4448</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.5591)</td>
</tr>
<tr>
<td>Mark-up</td>
<td>Sales/Op. Cost</td>
<td>+/-</td>
<td>-0.0316</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-1.2472)</td>
</tr>
<tr>
<td>Sector</td>
<td>Media Leverage</td>
<td>+</td>
<td>0.6943</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.9385)*</td>
</tr>
</tbody>
</table>

R$^2$ 0.10  F-Statistic 6.8714**  Jarque-Bera Probability 0.41

$^1$Variable to be explained by the model
$^2$Estimation of Covariance matrix by White
$^*$$^{**}$ denotes significance at 90%(95%)
5 Maturity Structure

The short-term credit presents certain advantages over long-term financing. In the first place, short-term debts could increase the efficiency of the firm acting as a disciplinarian factor due to the continuous tracking by the creditors. In the second place, long-term debt many times allows companies, which would be more socially desirable to be closed, to continue to operate. This loss of efficiency is mainly produced when the access to long-term credit is facilitated through subsidies. It must be said, in a third place, that the structure of terms affects the speed of adjustment with which companies react to adverse shocks; existing evidence favoring the short-term credit of indebted companies (Ofek, 1993). Finally, the structure of debt is also related to the quality and profitability of existing projects. Diamond (1991,1993) establishes that companies that have internal information related to positive expectations about their performance would rather look for a short-term finance option so as to benefit from the better conditions at the time of renegotiating the debt agreements after the disclosure of the new information.

The optimal debt maturity, besides being influenced by macroeconomic and institutional factors is determined by a series of visible parameters at the corporate level. Among these parameters are growth opportunities, project income return capacity, the possibility of self-funding the project, the value of assets and the size of the company. The last variable is key since a small company faces great difficulties to get long-term financing, mainly because they lack significant collaterals. At the same time, because big companies have a greater negotiation and lobbying power, they have an easier access to long-term credit. Another important aspect to point out is the trend to match the expiration of their assets and liabilities which determines the faster the investment returns are gotten the lesser the optimum expiration structure will be.

The results of the estimations are found in accordance to what was expected and are meaningful enough to explain the influence of the size and tangibility features. It is possible to conclude that companies with a bigger proportion of tangible assets are more likely to finance through Long-Term Debt. The results are similar to the ones obtained by Bentancor (1999). In non-developed economies empirical works concludes that size and tangibility affects positively the proportion of long-term debt, see Booth et al. (2001), Jaramillo and Finotti and Fama (2001), Schiantarelli (2002), Huang and Song (2002). Comparing to developed economies, Titman and Wissels (1988) and Barday and Smith (1995) found that in the case of the American companies, the biggest ones present a relatively greater long term debt in their financial structure.

Without reaching the necessary significance levels, evidence is not enough to verify for the Uruguayan case that the more profitable firms prefer short-term indebtedness. A similar result was gotten in Bentacor’s work (1999). It was expected to see that those companies with the best operational results would get short-term financing in order to take advantage of the better conditions in the successive negotiations in terms of debt contract. For non-developed economies, specifically in the Brazilian case, Finotti and Fama (2001) also observe that there is a positive influence in profitability over long term indebtedness. On the contrary, debt term decreases with profitability for the Chinese case. In the case of United Kingdom and Italy, Schiantarelli and Sembenelli (1997) conclude that the most profitable companies tend to present a greater proportion of long-term debts.

If there is significant evidence in favor of the trend to match the maturity of assets and liabilities, it would confirm the intention by the firms of avoiding liquidity problems at the time the expirations are due. Schiantarelli and Sembenelli (1997) observe a similar relationship for United Kingdom and Italy.

The sectorial variable is not significant in this case to explain long-term debt. During the whole research it was not possible to appropriately capture the influence of the activity
sector over the financial structure, due to the lack of access to information other than the large groups of ISIC-III.

Chart VI: Tobit’s estimations of the determinants of Long-Term Debt

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Definition</th>
<th>Expected Sign</th>
<th>Long Term Debt / Assets</th>
<th>Long Term Debt / Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>( \log(\text{Assets}) )</td>
<td>+</td>
<td>0.0551</td>
<td>0.0812</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.644)**</td>
<td>(4.796)**</td>
</tr>
<tr>
<td>Tangibility</td>
<td>Fixed Assets + Inventories / Assets</td>
<td>+</td>
<td>0.1507</td>
<td>0.2526</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.903)*</td>
<td>(2.187)**</td>
</tr>
<tr>
<td></td>
<td>Intangibles / Assets</td>
<td>-</td>
<td>0.8202</td>
<td>0.7070</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.3465)</td>
<td>(0.7585)</td>
</tr>
<tr>
<td>Profitability</td>
<td>Op. Result / Assets</td>
<td>-</td>
<td>0.2070</td>
<td>0.3335</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.3562)</td>
<td>(1.4873)</td>
</tr>
<tr>
<td>Maturity of Assets</td>
<td>Non-Curr. Assets / Assets</td>
<td>+</td>
<td>0.3575</td>
<td>0.5281</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.116)**</td>
<td>(4.181)**</td>
</tr>
<tr>
<td>Sector</td>
<td>Media Long Term Debt</td>
<td>+</td>
<td>-0.3358</td>
<td>-0.3204</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-0.8777)</td>
<td>(-0.8029)</td>
</tr>
<tr>
<td>Wald Test</td>
<td>F-Statistic</td>
<td>11.8220**</td>
<td>14.8195*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chi-square</td>
<td>70.9322**</td>
<td>88.9169**</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable to be explained by the model</th>
<th>Estimation of covariance matrix by Huber/White.</th>
<th>Wald Test: F-Statistic</th>
<th>Chi-square</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>11.8220**</td>
<td>70.9322**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.8195*</td>
<td>88.9169**</td>
</tr>
</tbody>
</table>

\( * \) denotes significance at 90% (95%)

6 Bank Debt

The analysis of this financing alternative will concentrate in highlighting its associated problems and seeking to understand the implication involved in determining the financial structure. One problem, the agency problem, is that caused by asymmetric information. There are certain types of information available, for the agent (company) and not for the principal (bank) affecting the credit contract. Particularly, the agent has more information than the principal about the project and will try to maximize its profitability, thus diminishing the financial cost.

Adverse selection is another problem affecting the relationship between companies and banks. This problem can be described as follows; there are a great number of bad quality companies in the financial market seeking for a loan and this situation hinders the access to these loans to good-quality companies. If banks had the proper information available, they could make different types of contracts regarding each specific case. But since this does not take place, banks apply a variety of selection processes which are related to the size of the loan, being the increase of interest rates the process most generally used. In this context, the companies which are discouraged to ask for a loan might be the ones that probably the bank could be most willing to grant one since they are the most reliable. As a consequence, two types of adverse selection could be distinguished. The first type takes place when the bank approves a loan to finance a project that later fails. The second occurs when the loan is denied to finance a project which becomes ex-post successful. Banks are more concerned about avoiding mistakes of the first type simply because the mistakes of the second type will never be discovered. This explains why many times banks do not finance companies which have a high potential of growth and profitability.

The problem of moral hazard associated with the monitoring ex-post of the firm, arises when lenders cannot control the companies’ use of the granted funds. When the bank has a considerable number of customers, their constant monitoring becomes impossible to perform in terms of information costs. If the monitoring of costs has an inverse
relationship to the size of the project, there will be a greater credit rationing for the smaller companies.

Collaterals are a key element related to moral hazard in the relationship bank-company, for the conditioning of the loan. The existence of collaterals could cause a decrease in the associated problems to adverse selection by increasing the company’s probability of getting credit and reducing the interest rate. A related problem is that sometimes there might be in incorrect allocation of resources due to the possibility that the most efficient project be presented by companies which may not have enough guaranties to obtain financing. The collateral's magnitude could generate similar errors as the ones already defined for the adverse selection case since high failure probability projects with enough guaranties are at the end of the line funded. On the other hand, if the project has high probabilities of success, but the company lacks the appropriate collateral requested, it will be turned down emphasizing the mistake of not financing those projects that would become ex-post profitable with time.

The results coming out from the estimations done with Tobit models indicate that big companies would have an easier access to bank credit. This is observed despite the sample’s bias toward big companies, an already mentioned feature of the studied population.

Regarding tangibility, the results go in the same direction as the expected positive relationship. In the first place, if tangibility is measured by the ratio of inventories and fixed assets over total assets, it would indicate the possibility of using them as a collateral of the credit contract. In the second place, by measuring it through the variable Export/Sales it could be considered as explanatory of the tangibility of the companies’ income. This link between tangibility and exports is based in the active participation of banks in the foreign trade operations in Uruguay. Moreover, due to the presence of scale economies between the supply of foreign trade services and the supply of credit, there is an effect of reduction of transaction costs for banks which could bias the financial structure towards a greater bank debt. In this way, exports would determine tangibility on assets since the existing link arising from the export contract would facilitate this collection of debt. The result coincides in this sense with what was observed by Bentancor (1999).

The positive ratio Intangibles/Assets over bank debt is also confirmed, acknowledging that banks are more qualified to correctly value these types of assets. This greater capability implies the possible influence of these assets as a determinant of bank debt.

The most profitable companies have a greater access to bank credit. However, the influence is opposite regarding cash flows, which would indicate the force of the Pecking Order Theory for the Uruguayan case. Specifically this must be contrasted in the explanatory model of bank debt as a proportion of the assets. This model is the one that allows to identify the preference of a financial source over the rest, considering either external or internal company sources. The companies with high flow of funds and mark-up would prefer to finance themselves with own funds before turning to bank debt according to one version of the Pecking Order adapted for the Uruguayan case.15

Finally, the negative and significant influence of the Net Worth/Assets ratio over Bank Debt would indicate that the companies that are more likely to auto finance less likely to turn to bank debt. The activity sector does not influence significantly over the proportion of bank debt in the companies considered contrary to what it could be expected, but consistent with the heterogeneity of the defined sectors.

15 This adaptation implies considering an economy where companies have no access to the capital market.
### Chart VII: TOBIT’s estimations of the determinants of Bank Debt

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Definition</th>
<th>Expected Sign</th>
<th>Bank Debt/Assets&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Bank Debt/Liabilities&lt;sup&gt;2&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Log (Assets)</td>
<td>+</td>
<td>0.0227 (0.326)**</td>
<td>0.0388 (2.040)**</td>
</tr>
<tr>
<td>Tangibility</td>
<td>Fixed Assets + Inventories/Assets</td>
<td>+</td>
<td>0.1917 (3.578)**</td>
<td>0.3969 (3.976)**</td>
</tr>
<tr>
<td></td>
<td>Intangibles/Assets</td>
<td>+</td>
<td>1.3285 (2.026)**</td>
<td>1.4049 (2.204)**</td>
</tr>
<tr>
<td>Profitability</td>
<td>Op. Result/Assets</td>
<td>?</td>
<td>1.3433 (3.341)**</td>
<td>0.3308 (1.690)**</td>
</tr>
<tr>
<td>Cash Flow</td>
<td>Cash Flow/Assets</td>
<td>?</td>
<td>-1.0682 (-2.075)**</td>
<td></td>
</tr>
<tr>
<td>Mark-up</td>
<td>Sales/Op. Cost</td>
<td>?</td>
<td>-0.0235 (-0.743)**</td>
<td></td>
</tr>
<tr>
<td>Export Profile</td>
<td>Exports/Sales</td>
<td>+</td>
<td>0.3268 (2.406)**</td>
<td>0.3982 (1.586)**</td>
</tr>
<tr>
<td>Net Worth</td>
<td>Net Worth/Assets</td>
<td>?</td>
<td>-0.3077 (-4.338)**</td>
<td>-0.1980 (-2.575)**</td>
</tr>
<tr>
<td>Sector</td>
<td>Media Bank Debt</td>
<td>+</td>
<td>0.2389 (0.333)</td>
<td>0.3810 (1.284)</td>
</tr>
</tbody>
</table>

**Wald Test**

- F-Statistic: 9.1080**
- Chi-square: 81.9721**

- Whole model significance -
- Censored observations: 172
- Non-censored observations: 262

<sup>2</sup>Variable to be explained by the model

Estimated covariance matrix by Huber/White.

Z-statistic in parenthesis

(***): denotes significance at 90% (95%)

### 7 Trade Credit

The natural question that comes up is why companies turn to their suppliers instead of turning to banks or to the capital market for funding. The evidence expressed in the existing literature suggests that those firms that suffer credit rationing are the ones that are more likely to turn to trade credit. However, this can be taken a little further; Fisman and Love (2001), demonstrate that companies with trade credit dependence have greater growth rates in countries characterized by relatively weak financial systems. Particularly, Peterson and Rajan (1994, 1995) for the American case as well as Brains, Hillion and Malecot (1995) for the French case show that those companies that are less likely to get bank credit turn to trade credit instead. At the same time, the trade credit is less likely to be used in economies like those of Japan and Germany, where there is a strong bond between banks and companies or in economies where financial markets play a remarkable role in the transition of information, and the monitoring of firms as is the case of the American economy. Thus, trade credit can provide financing to those companies which can not get access through the traditional credit channels.

The first group of proposed theories to explain the existence and use of trade credit places emphasis on its financial advantages. Suppliers could have advantage over the traditional institutions at the time of analyzing their customers’ credit risk. They may have more ability in the monitoring process and better possibilities at the time of forcing the payment of debts. Suppliers finance their customers at a lower cost than that of the financing institutions plus the latter will benefit from credit in the sense that it allows the increase of the purchase of production factors. There are at least three comparative advantages of the trade credit over the one provided by the specialized financing institutions. In the first place, the advantage in the collection of information since the supplier could visit the buyer more often than the financial institution for the purpose of...
getting more information about the business. The size and frequency of the buyer’s orders could give the supplier an idea of the business performance. In the second place, there are advantages for the lender’s control since he provides the expenditures used for the manufacture of the goods to be sold. This gives him certain negotiation power by having the possibility of threatening the buyer with a cut in the supply line in case of not meeting the debt’s payment terms. This threat will be more credible if the buyer represents an insignificant portion of the provider’s sales. Finally it must also be mentioned the advantage of the recovery of assets in case of bankruptcy; since if the buyer fell into a default of the debt, the supplier could recover the goods he provided. The more enduring the goods are the greater will be the trade credit warranty, independently from the legal aspects of each specific economy.

The second group of theories looks for an alternative answer to the question why trade credit is possible when there are restraints to bank credit. According to Bairs and Gollier (1997), trade credit could be offered even though the supplier does not have any financial advantage over the specialized credit institutions since it could be used as a price discriminating mechanism. For the credit terms are unchangeable before the buyer’s credit quality, trade credit reduces the effective price of assets belonging to the low quality debtors. If the ones who get the credit belong to a market segment of high price elasticity, the trade credit becomes an effective means of price discrimination since the lowering the good’s effective price allows to capture a higher demand. This approach establishes that the supplier does not discriminate in favor of his risky customers because he may be interested in his customer’s survival in the long term, especially in the case of not having any substitute customers.

Finally, a third group of theories focuses on the cost reduction of the transaction the trade credit generates. Instead of paying each time the expenditure goods are sent, the buyer can accumulate liabilities and cancel them periodically allowing separating the payment cycle of the inventory turnover. These credits give the buyers the time to program the payment to their suppliers regarding the projections of funds availability.

In the light of the results stemming from the estimations of Tobit models it is set forth that the firms’ size, measured in this case by the Total Assets logarithm, influence negatively over the ratio Accounts Payable/Liabilities. In line with what is expected, it is a fact that the smaller companies are the ones who proportionally get greater financing through Trade Credit. However, if size is approached by the sales capacity, the inverse relationship can be observed, where it is expressed that bigger companies will have a greater proportion of Accounts Payable in their liabilities, thus suggesting a greater relationship with its suppliers.

It is also observed in a negative relationship between tangibility and Trade Credit which is compatible with the idea that the more tangible companies would have greater access to bank credit. It is also confirmed the expected negative relationship which explains the greater capacity of correctly valuating the intangible assets the bank would have in respect to suppliers.

With clear empirical evidence and as it was to be expected, the companies having difficulty to access bank credit turn to Trade Credit. This is shown through the negative relationship of bank debt ratio as a financing of the assets with the commercial debt ratio. There is not evidence regarding the influence of income return. It was expected that the profitable companies turned to their suppliers to get financing since they would have difficulties to get it through the specialized credit institutions. It is not possible to arrive to conclusions about those companies who finance themselves mainly through self funding and use commercial credit. This is due to the fact that the influence of the variable Capital/Assets is not significant enough to explain the ratio accounts payable in the liabilities. Neither is found a relationship between the firm’s export orientation and financing through commercial credit. It is expected a negative relationship in reference to
what has been mentioned. The variable that seeks to influence the sector of activity is significant to explain the ratio accounts payable over total debt. As it is expected, it is possible to identify common sectorial behaviors in general.

Chart VIII: TOBIT’s estimations of the determinants of Trade Credit

<table>
<thead>
<tr>
<th>Determinant</th>
<th>Definition</th>
<th>Expected Sign</th>
<th>Commercial Debt/Assets</th>
<th>Commercial Debt /Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Log (Assets)</td>
<td>-0.0578</td>
<td>-0.1009</td>
<td>(-5.0147)**</td>
</tr>
<tr>
<td></td>
<td>Log (Sales)</td>
<td>0.0682</td>
<td>0.1086</td>
<td>(7.1077)**</td>
</tr>
<tr>
<td>Tangibility</td>
<td>Fixed Assets+Inventories/Assets</td>
<td>-0.0921</td>
<td>-0.1406</td>
<td>(-2.3714)**</td>
</tr>
<tr>
<td></td>
<td>Intangibles/Assets</td>
<td>-0.4179</td>
<td>-0.5939</td>
<td>(-1.2804)</td>
</tr>
<tr>
<td>Profitability</td>
<td>Op. Result/Assets</td>
<td>-0.0082</td>
<td>-0.0446</td>
<td>(-0.0998)</td>
</tr>
<tr>
<td>Export Profile</td>
<td>Exports/Sales</td>
<td>-0.0367</td>
<td>-0.0475</td>
<td>(-0.4014)</td>
</tr>
<tr>
<td>Bank Debt</td>
<td>Bank Debt/Assets</td>
<td>-0.3392</td>
<td>-0.5248</td>
<td>(-5.8060)**</td>
</tr>
<tr>
<td>Net Worth</td>
<td>Net Worth/Assets</td>
<td>-0.4240</td>
<td>-0.0296</td>
<td>(-2.2811)**</td>
</tr>
<tr>
<td>Sector</td>
<td>Media Commercial Debt</td>
<td>0.2644</td>
<td>0.5433</td>
<td>(1.5348)</td>
</tr>
</tbody>
</table>

Wald Test

<table>
<thead>
<tr>
<th>F-Statistic</th>
<th>Chi-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wald Test F-Statistic</td>
<td>25.4654**</td>
</tr>
<tr>
<td>Chi-square</td>
<td>229.1885**</td>
</tr>
</tbody>
</table>

| Chi-square      | 229.1885** |
| Wald Test       | 25.4654** |

- **(**) denotes significance at 95%(99%)

8 Conclusions

Before exposing the main conclusions of this empirical research it must be remembered that due to the random procedure that was followed, the conclusions taken from the sample are applicable to the entire population. This population represents 45% of the GDP in terms of assets and 43% of the GDP in terms of Operational Income. This magnitude is a very important fact at time to conclude about firm’s financial structure of the case of an economy without stock market.

In the first place, it is observed that 40% of the Uruguayan firms are self financed which means that Leverage raises to a level of 60%. The comparison of this result with the ones obtained in similar works at the international level is not appropriate due to the different Leverage definitions that could have been used but also due to the fact that the majority of the firms considered are those that enter into the capital market.

Regarding the Leverage determinants observed, there was not any evidence assuring that size and tangibility determine the greatest Leverage levels, as it was expected due to the existing bias in the sample. However, the evidence was significantly in favor of the Pecking Order Theory regarding the negative influence of profitability over indebtedness with external funding. The belonging of the firms to any sectors defined in the research resulted to be explanatory of the Leverage, despite the heterogeneity present inside each sector.
Regarding the maturity structure, in aggregate levels, the average company finances with long-term debts 11% of its assets. The biggest and more tangible companies will be those which have a greater access to long-term credit. It is observed a trend toward matching the maturity structure of assets and liabilities. The results reached are in accordance with those reached in developed countries regarding the negative influence of profitability over Leverage. There is also a match regarding the positive effect of the firm’s size over the likeliness to compatibilizing the expiration of assets and liabilities. Comparing the findings for Uruguay to the results gotten from investigations performed in other non-developed countries, it can be observed the similarity regarding the negative effect of income return over Leverage. Size and tangibility present the same positive influence over long-term indebtedness.

Evidence confirms that access to the stock market cannot be considered as a real financial source for the Uruguayan firms, making this economy a very interesting case of study. This conclusion stems from the fact that none of the random selected firms ranks in the stock market.

Among the external financial sources, bank credit is an alternative that explains 20% of the financing of assets of this economy without stock market. Those firms with more tangibility assets, either considering the proportion of inventories or fixed assets within the assets or the firm’s export profile, will have a greater access to bank credit. Regarding the proportion of intangibles in the assets, the evidence found is in line with the intuition that banks have the means to correctly value them and thus influence in a positive way over bank indebtedness. Those big and profitable firms will have an easier access. It has not been observed any influence over the bank debt belonging to the activity sectors already defined.

Another relevant financial source for the Uruguayan firms is the trade credit representing 20% of the assets. The smallest firms with less tangible assets use in greater proportion these credit lines for their financing. Those firms with greater sales values proceed in a similar manner. The negative relationship between Bank and Trade Credit indicate that firms turn to the latter as an alternative financial source. The sectorial influence is significant and suggests similar behaviors among firms who share certain features.

This research suggests three possible lines of action for future investigations. The first seeks to intensify and consolidate the results, reconsidering the relationships between theoretical models and the empirical specifications making it extensive to those explanatory variables about which no information was gathered. This could only be possible by enhancing the information at the companies level beyond what has been expressed in the balance sheets. A second course of action would imply to let the time pass in order to allow the information that started to become available in 2001 to continue to generate from year to year. Being able to count with this data base would allow studying the influence of those variables related to the evolution of companies which unavoidably were left aside in this research. Finally there is a door open for a third line of investigation that would analyze the causes of the financial structure herein presented, assess its normative and set forth the pertinent policy recommendations.
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