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Abstract
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mestic Product Deflator (GDPD). While the change in the propagation mechanism
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1 Introduction

Inflation and its variability entail large real costs to the economy. Several studies show

that a 10% inflation rate can produce losses of around 3% of the real GNP through

saving and investment misallocation or the loss of value of real balances.1 In light of

these figures, the current era of low inflation level and volatility constitutes a major

macroeconomic development. This paper is an attempt to identify the driving forces

which led to the current low inflation volatility in the United States.2

Table 1 lists the sample statistics of the CPI and GDP Deflator (GDPD) inflation

series for different sample periods. Both series have experienced a large drop in their

average and volatility since the end of 1980. While both measures of inflation exhibit

smaller first order autocorrelations during the second period, this decline is less pro-

nounced in the case of the GDPD. Table 1 shows that these empirical facts are reinforced

if we remove the observations included in the high inflation volatility period which goes

from 1978 to 1983. The overall picture of lower volatility which emerges from Table 1

motivates the central question in this paper: What led to a lower inflation variability?

The approach followed in this paper to answer this question is based upon two build-

ing blocks. First, we formulate a monetary New Keynesian model of the macroeconomy

which comprises aggregate supply, aggregate demand and monetary policy rule equations

with endogenous persistence. In this model, higher rates of inflation trigger the response

of the monetary authority which raises interest rates. Changes in the real rate, in turn,

reduce the welfare of the representative agent via demand equation. The introduction

of a model has the advantage that it allows us to identify specific propagation mecha-

nisms of structural shocks. The New-Keynesian model seems adequate for our exercise,

as it implies macroeconomic dynamics which represent a good approximation to those

observed in the data, as shown by Rotemberg and Woodford (1998) and others. In fact,

our model estimates yield standard deviations and autocorrelation patterns which are

broadly consistent with those found in the data.

Second, we develop a counterfactual analysis in order to determine the driving forces

behind the current low inflation environment. This methodology is particularly useful

1See, for instance, Fischer (1981), Feldstein (1997) or Lucas (2000).
2While the present paper focuses on the drop of inflation volatility, our results also apply to the

reduction in the level of inflation. A robust positive relation between the level and the variance of
inflation has been long documented in the literature: Okun (1971), Friedman (1977) or Taylor (1981).
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for our task, as it makes both the private sector and the monetary authority confront

shocks of different sample periods. In principle, the decline of inflation volatility could be

due to smaller shocks or to an improvement in the propagation mechanism of the econ-

omy. Our analysis then reveals the counterfactual inflation volatilities which would have

arisen under different combinations of macroeconomic conditions (shocks) and private

sector/monetary policy behavior. In this way, we can determine what specific factors

were instrumental in the reduction of inflation volatility.

Our counterfactual analysis also assumes that there is a sudden shift in the structural

model parameters and that both the private sector and the monetary authority recognize

it immediately. This is a limitation of our framework, since shifts which agents perceived

with probability zero just before the break are perfectly understood right after. However,

we think that our approach can be seen a first order approximation to what happened

in reality, where agents assign probabilities to parameter changes. Additionally, in order

to check for the robustness of our results, we perform a sensitivity analysis around the

estimated parameter values.

We impose the model’s implied cross-equation constraints in estimation and perform

alternative estimations with the two inflation measures: CPI and GDPD inflation. We

find that while CPI inflation volatility fell because the internal propagation mechanism

changed, the fall in the standard deviation of shocks had a larger impact on the decline

of GDPD inflation.

Our maximum likelihood estimates imply that the change towards the more forward-

looking price setting of the 80s and 90s was the most influential factor in the change of

the propagation mechanism. We find that the shift towards a more aggressive monetary

policy rule of the last two decades also mattered, but to a lesser extent. One implication

of our study is the need to understand better the sources of changes in the price setting. It

could be that the “forward-lookingness” of the price-setting process is related to monetary

policy, but the New-Keynesian model is, in principle, silent about it.

The literature on the drop of inflation volatility is quite recent. Boivin and Giannoni

(2002) and Ahmed, Levin, and Wilson (2002) use a VAR approach to determine whether

the decrease of inflation volatility over the last 20 years was due to smaller shocks or

to changes in the overall transmission mechanism of these exogenous disturbances. The

structural approach followed in this paper allows us to determine the origin of the changes
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in the transmission mechanism. Unlike a less structured approach, we can determine

whether variations in the propagation mechanism were due to a change in the conduct

of monetary policy or to parameters describing the structure of the economy. We also

perform a more comprehensive analysis of the drop of inflation volatility, as we look at

both CPI and GDPD.

Our paper is also related to the literature on parameter stability of structural macro

models. Clarida, Gaĺı, and Gertler (1999) and Boivin and Giannoni (2003) have detected

a significant increase in the response of the Fed to inflation after Volcker’s arrival. Addi-

tionally, Bernanke and Mihov (1998) have found parameter instability in their identified

VARs, whereas Ireland (2001) finds parameter instability in a structural New-Keynesian

macro model. In this paper we explore whether, and which, changes in structural pa-

rameters triggered the decline of inflation volatility.

Two closely related papers are Stock and Watson (2002) and Cogley and Sargent

(2002). The first paper uses a structural approach similar to the one employed in this

paper, but its goal is to uncover the factors behind the decline of output volatility. In

contrast to their study, we let all of the structural parameters vary across periods and

not just those in the policy rule. This difference turns out to be critical in our case,

as we detect a significant change in the forward-looking parameter of the AS equation.

Finally, Cogley and Sargent (2002) estimate a time-varying parameter model and find

a clear inverse relation between the persistence of CPI inflation and the Fed’s degree of

responsiveness to inflation. While our model estimates also capture this contemporaneous

relation, we show that other factors, such as the forward-looking price setting of the 80s

and 90s, may have also been influential.

This paper proceeds as follows. Section 2 lays out the model of the economy. Section

3 discusses the Rational Expectations solution associated with the model. Section 4

describes the data and the estimation procedure. In Section 5 we perform the break date

tests in order to identify two separate subsamples. In Section 6 we show our main results.

Section 7 concludes.
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2 A Macro Model for the U.S. Economy

This section lays out a simple linear Rational Expectations model of the macroeconomy

which is similar to the ones employed in recent studies of monetary policy such as Wood-

ford (2002). The model comprises aggregate supply (AS), aggregate demand (IS) and

monetary policy equations. The derivations of each of the equations can be found in

Moreno (2003).

The aggregate supply equation is a generalization of the supply specification originally

developed by Calvo (1983):

πt = δEtπt+1 + (1− δ)πt−1 + λyt + εASt (1)

πt is inflation between t−1 and t and yt stands for the output gap between t−1 and t. εASt

is the aggregate supply structural shock, assumed to be independently and identically

distributed with homoskedastic variance σ2
AS. It can be interpreted as a cost push shock

which makes real wages deviate from their equilibrium value or simply as a pricing error.

Et is the Rational Expectations operator conditional on the information set at time t,

which comprises πt, yt, rt (the nominal interest rate at time t) and all the lags of these

variables. Equation (1) shows that δ grows as the private sector puts more weight on

expected inflation. λ and δ are non-linear functions of deep parameters: λ = (1−ϕ)(1−ϕψ)
ϕ

and δ = ψ
1+ψϑ

. ϕ captures the level of nominal rigidities in the economy, ψ is the time

discount factor and ϑ is the proportion of price-setters which adjust their prices taking

into account the past level of inflation. As the aggregate supply literature makes clear,

the endogenous persistence arises due to the existence of price setters who do not adjust

optimally and index their prices with respect to past inflation. A virtue of this pricing

specification is that it captures the empirical properties of U.S. inflation dynamics quite

accurately.

The IS or demand equation is based on representative agent intertemporal utility

maximization with external habit persistence, as proposed by Fuhrer (2000) :

yt = µEtyt+1 + (1− µ)yt−1 − φ(rt − Etπt+1) + εIS,t (2)

where εISt is the IS shock, assumed to be independently and identically distributed with
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homoskedastic variance σ2
IS. In our specification, it is the habit formation specification in

the utility function which imparts endogenous persistence to the output gap. For σ > 1,

the forward-looking parameter depends inversely of the habit persistence, µ = σ
σ(1+h)−σ .

σ is the curvature of the utility function and coincides with the inverse of the elasticity

of substitution in the absence of habit formation. The monetary policy channel in the

IS equation is captured by the contemporaneous output gap dependence on the ex ante

real rate of interest. This relation arises in standard Euler equations derived by lifetime

utility maximization. The monetary transmission mechanism depends negatively on the

curvature parameter in the utility function, σ and, for σ > 1, on the parameter that

indexes habit persistence, h, since φ = 1
σ(1+h)−h . Finally, εISt is proportional to the

utility function disturbances.

We close the model with the monetary policy rule formulated by Clarida, Gaĺı, and

Gertler (2000):

rt = αMP + ρrt−1 + (1− ρ) [βEtπt+1 + γyt] + εMPt (3)

αMP is a constant which depends on the inflation target and the long run real rate of

interest. εMPt is the monetary policy shock, assumed to be independently and identically

distributed with homoskedastic variance σ2
MP . The policy rule has two well differentiated

parts. On the one hand, the monetary authority smooths interest rates, placing a weight

of ρ on the past interest rate. On the other hand, it reacts to high expected inflation and

to deviations of output from its trend. The parameter β measures the long run response

of the Central Bank to expected inflation, whereas γ describes its reaction to output gap

fluctuations. We assume that the Federal funds rate is the monetary policy instrument,

as much of the previous literature does.

3 Rational Expectations Equilibrium

In this section we follow the framework laid out in Cho and Moreno (2003) to derive the

Rational Expectations equilibrium of the model. Our macroeconomic system of equations

(1), (2) and (3) can be expressed in matrix form as follows:
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In more compact notation:

B11Xt = α+ A11EtXt+1 +B12Xt−1 + εt, εt ∼ (0, D) (4)

where Xt = (πt yt rt)
′, B11, A11 and B12 are the coefficient matrices of structural parame-

ters, and α is a vector of constants. εt is the vector of structural errors, D is the diagonal

structural error variance matrix and 0 denotes a 3×1 vector of zeros. Whenever a unique

solution to the system exists, the Rational Expectations equilibrium to the system in (4)

can be written as the following reduced-form:

Xt+1 = c+ ΩXt + Γεt+1 (5)

where c is a 3 × 1 vector of constants and Ω and Γ are 3 × 3 matrices. Once we solve

for Ω as a function of A11, B11 and B12, Γ and c can be easily calculated. Notice that

the implied reduced-form of our structural model is simply a VAR of order 1 with highly

nonlinear parameter restrictions. There is a linear relation between the structural errors,

εt and the reduced-form Rational Expectations errors (vt), through Γ,

vt = Γεt (6)

We will utilize two methods in order to determine the Rational Expectations equi-

librium to our system. First, we will use the generalized Schur matrix decomposition

method (QZ) developed in Klein (2000) and Sims (2001), and outlined by McCallum

(1999) in order to obtain the Rational Expectations equilibrium. The QZ method yields

a solution even when the matrix A11 is singular, which is the case in our model. Moreno

(2003) describes the derivation of the Rational Expectations Solution through the QZ

method for the particular model which we employ in this paper.
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For Ω satisfying (4) to be admissible as a solution, it must be real-valued and exhibit

stationary dynamics. Because Ω is a nonlinear function of the structural parameters in

B11, A11 and B12, there could potentially be multiple equilibria. In this case, the QZ

method does not give us additional information to select one solution. When indeter-

minacy of equilibrium arises, we employ the recursive method developed by Cho and

Moreno (2003). They solve the model forward recursively and propose a selection crite-

rion which is stationary and real-valued by construction. In it, agents coordinate in an

equilibrium which yields a unique vector of self-fulfilling expectations. This equilibrium

imposes a transversality condition that distant future expectations converge to their long

run mean. The remaining expectations are discarded, since agents deem them incapable

of being satisfied.3 Hence, we will use the QZ and recursive methods jointly in order to

determine the solution to our macroeconomic system.

4 Data and Estimation

We use quarterly data which spans the period between the second quarter of 1957 and

the first quarter of 2001. We present estimates with two measures of inflation: CPI

and GDPD. The results obtained using PCE inflation were very similar to those under

CPI inflation. The Federal funds rate is the monetary policy instrument. Our results

are similar using the 3 month T-Bill rate. We use output detrended quadratically. The

results are robust to the use of a linear trend or the Hodrick-Prescott filter. The data

is annualized and in percentages. CPI and Federal funds rate data were obtained from

Datastream, and both the real GDP and GDPD inflation were obtained from the National

Income and Product Accounts (NIPA).

We estimate the structural parameters using Full Information Maximum Likelihood

(FIML) by assuming normality of the structural errors. Our FIML estimation procedure

allows us to obtain the structural parameters and the VAR reduced-form in one stage,

affording a higher efficiency than two-stage instrumental variables techniques. It seems

adequate to estimate the whole model jointly, given the simultaneity between the private

3If the solution falls into the indeterminacy region, the recursive method ignores the possibility of the
sunspot shocks discussed in Farmer and Guo (1994). In the case of indeterminacy, our equilibrium can be
seen as a sunspot equilibrium without sunspots. As it will be shown below, we obtain multiple equilibria
in the first subsample. Lubik and Schorfheide (2002) allow for sunspot shocks in their estimation and
cannot reject the existence of a sunspot equilibrium without sunspots in the pre-Volcker period.
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sector and the Central Bank behavior, as explained by Leeper and Zha (2000).

The log likelihood function can be written as:

lnL(θ|X̄T , X̄T−1, ..., X̄1) =
T∑
t=2

[−3

2
ln 2π−1

2
ln |Σ|−1

2
(X̄t−ΩX̄t−1)

′Σ−1(X̄t−ΩX̄t−1)] (7)

where X̄t = Xt − EXt, θ = (δ, λ, µ, φ, ρ, β, γ, σ2
AS, σ

2
IS, σ

2
MP ) and Σ = ΓDΓ′. EXt is the

unconditional expectation of Xt.

The matrices Ω and Γ can be calculated by the QZ method or the recursive method.

We maximize the likelihood function with respect to the structural parameters in θ, not

the reduced-form ones in Ω or Γ. Given the structural parameters, the matrices Ω and Γ

must be calculated at each iteration. This requires checking whether there is a unique,

real-valued stationary solution at each iteration. Whenever there are multiple solutions

at the i-th iteration, we apply the recursive method to select one solution. We choose the

initial parameters from the values used in the literature. In order to check for robustness

of our estimates we set up different initial conditions, randomizing around the obtained

parameter estimates five times. In all of the cases convergence to the same parameter

estimates was attained. We also found that the estimates obtained through our recursive

method converge to the c, Ω and Γ matrices obtained through the QZ method.

5 Dating the Structural Break in the U.S. Economy

Since our strategy consists of accounting for the drop of inflation volatility by the changes

in shocks and in propagation, we need to identify two separate subsamples. To this end,

we perform a structural break date test, which detects the most likely break date of

all the coefficients of an unrestricted VAR over the whole sample period. The idea is

that variations in these coefficients reflect changes in the parameters of our underlying

structural model. Bernanke, Gertler, and Watson (1997) and Clarida, Gaĺı, and Gertler

(1999), among others, have shown evidence of parameter instability across different sam-

ple periods.

We use the Sup-Wald test derived by Bai, Lumsdaine, and Stock (1998), which detects

the most likely structural break date in the reduced-form coefficients of a vector autore-
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gression. Our motivation for the use of this test is twofold. First, breaks in reduced-form

coefficients must come from shifts in structural parameters. In order to respond to the

Lucas critique, we need then to split the full sample at the time of the structural break

in vector autoregressive coefficients. Second, there is evidence of a change in the uncon-

strained VAR coefficients which is responsible for the decrease in the overall inflation

volatility over the last 20 years (see Ahmed, Levin, and Wilson (2002) and section 6.3

below). In this respect it seems then adequate to focus on breaks in all the unconstrained

parameters.

Table 2 reports the Sup-Wald test associated with unconstrained VARs of orders

one to five using the CPI inflation rate. Except for the VAR(1), the beginning of the

4th quarter of 1980 is identified as the most likely break date for the parameters of

the reduced-form relation (in the case of the VAR(1), the break date selected is the

third quarter of 1980). Since the Schwarz criterion selects the VAR(3) as the order

which provides the best fit to the data, we set the beginning of the fourth quarter of

1980, one year after Paul Volcker became Federal Reserve chairman, as our break date.

Alternatively, using GDPD inflation, the beginning of the 4th quarter is identified as the

most likely break for all VAR orders. Figure 1 graphs the time series of the Wald statistics

for the VAR(3). This break date is robust across inflation and output gap measures and

significant at the 1% level. The 90% confidence interval is very tight, including only

three quarters. This date coincides with the largest increase, between two quarters, in

the average Federal funds rate during the whole sample: From 9.83% in the 3rd quarter

of 1980 to 15.85% on the 4th.

While there appears to be a clear break date in the relation among our three macroeco-

nomic variables, two issues related to our break at the end of 1980 are worth mentioning.

First, it seems plausible that more than one structural break has occurred in the joint

fluctuations of inflation, the output gap and the Federal funds rate over the complete

sample period. In order to gauge the robustness of our break date, we perform the follow-

ing experiment: We estimate unconstrained VARs for the two subsamples separated by

the original break date. Then, with the residuals of these vector autoregressions, we run

the Sup-Wald test for both samples. If no other clear structural break dates existed, no

obvious break dates should arise in this exercise, since the sample splitting would make

the unconstrained parameters approximately stable across samples. Figure 2 graphs the
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corresponding time series of Wald statistics.4 While the years 1974 and 1986 appear

as candidates for break dates across subsamples, these breaks are not as clear as in the

original case. In particular, the break dates differed for each VAR order. Given this

finding and the fact that two relatively large subsamples will be available for estimation,

we proceed with our analysis assuming that there was a single structural break on the

4th quarter of 1980.

Second, most related studies have started their second subsample around 1984. Stock

and Watson (2002), for instance, perform a battery of univariate and multivariate tests

and conclude that the most likely break date test for the majority of the macroeconomic

series is around 1984.5 Below we show, however, that our analysis yields results consistent

with these previous studies, both in the case of inflation and output gap volatility.

6 Results

In this section we present our main findings. First, we report the U.S. FIML baseline pa-

rameter estimates for both inflation specifications and we perform a parameter stability

study. Second, we analyze the properties of the implied Rational Expectations equilib-

rium and the model’s goodness of fit. Then we proceed to explain the influence of the

different propagation mechanisms (monetary policy and remaining model’s parameters)

on the decline of inflation volatility.

6.1 Parameter Estimates

6.1.1 Baseline Estimates

Table 3 reports the U.S. FIML estimates with both inflation measures. In order to

accommodate the documented change in the deterministic trend growth of output (see,

4Note that we trim the initial and final 15% of the sample when running the Sup-Wald test. As
Maddala and Kim (1998) point out, it is customary to do so in order to rule out breaks around the ends.

5One important difference, however, is that when testing for an unknown break date in a multivariate
framework, they restrict their attention to the break in the mean of GDP growth. Accordingly, they
perform the Sup-Wald test on VARs with different components of GDP, but do not include inflation
or the Federal funds rate. Additionally, in our case, we let all the VAR coefficients break whereas they
focus on breaks in the unconditional variances.
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for instance, Orphanides and Porter (1998)) we allow for separate quadratic trends across

subsamples, just as in Ireland (2001).

The estimates in Table 3 have all the right sign across specifications and most of

them are statistically significant. In the AS equation, agents put more weight on ex-

pected inflation than on past inflation in both periods, whereas in the IS equation they

put around the same weight on the expected and past output gap across periods. The

coefficient on the real rate in the IS equation, φ, and the Phillips curve parameter, λ are

however imprecisely estimated. Estrella and Fuhrer (1999), Smets (2000), Kim (2000)

and Ireland (2001) also obtained small and insignificant estimates for these two param-

eters. Nelson and Nikolov (2002) show that Bayesian and Minimum Distance methods

yield larger values estimates of φ than those obtained through Maximum Likelihood or

Instrumental Variables estimators.

The estimates of the monetary policy reaction function reflect the smoothing behavior

of the Fed, as the persistence coefficient, ρ, is of large magnitude. They also show that

the Fed reacted more strongly to future inflation in the second period, although not

significantly so, and that it acted in a countercyclical fashion, as γ has positive signs in

all cases. It is interesting to note that γ is significant in the first period across inflation

specifications, but in the second period it only becomes significant under the GDPD

specification.

Three major stylized facts emerge from Table 3 across specifications. First, the three

standard deviations of the structural shocks are lower in the second period, especially

the one corresponding to the IS shock. Blanchard and Simon (2001) and Ahmed, Levin,

and Wilson (2002) report decreases in their output equation innovations of a very similar

magnitude. Cogley and Sargent (2002) also report a 40% decrease of the variance of the

shock in their unemployment equation. Stock and Watson (2002) also present evidence

that structural shocks have been milder since 1984. Second, the probability distribution

of the Fed’s reaction to expected inflation shifted to the right in the second period,

but the difference across estimates is not statistically significant. In this respect, the

evidence is mixed across studies. On the one hand, Clarida, Gaĺı, and Gertler (1999), with

single equation GMM estimation and both Lubik and Schorfheide (2002) and Cogley and

Sargent (2002), with a Bayesian MLE approach in a system framework, find significant

increases in the Fed reaction to inflation. On the other hand, Sims (1999) and Sims

and Zha (2002), with regime switching models and both Ireland (2001) and Cho and
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Moreno (2003), through frequentist MLE in a system framework, do not find a significant

increase.6 Third, private agents put more weight on expected inflation in the AS equation

during the second period. This is more pronounced in the estimation with CPI inflation.

Less attention has been paid to this third fact, however. The exception is Boivin and

Giannoni (2003), who also report an increase in this parameter.

As a robustness check, we exclude the first 4 observations of the second sample and

estimate the model parameters. As Table 3 shows, the stylized facts mentioned above do

not change. In fact, none of the results reported below is altered if we exclude the initial

observations of the second sample.

6.1.2 Structural Estimates in the AS and IS equations

So far we have presented the results for the baseline estimates. As outlined in section 2,

the four baseline parameters of the AS and IS equations (δ, λ, µ and φ) are a function

of five deeper structural parameters (ϑ, ϕ, ψ, σ and h). Therefore, without further

restrictions, we cannot uniquely identify the structural parameters. Our strategy is then

to restrict ψ = 1 so that the remaining parameters can be uniquely identified. The

associated standard errors can be computed through the delta-method.

Table 4 presents the structural parameter estimates across subsamples . Our aggre-

gate supply specification implies that the price-setters who do not adjust optimally, index

their prices with respect to past inflation. They implement the following indexation rule:

log Pt =logPt−1 + ϑπt−1. As a result, ϑ reflects the degree of indexation with respect to

past inflation. Our CPI estimates imply that ϑ was 0.82 in the first period, and 0.69 in

the second, whereas the GDPD imply 0.86 in the first period, and 0.79 in the second.

Our estimates are statistically significant and consistent with the implied upper bound

of 0.5 for the backward looking term.7 These estimates are similar to those found by Gaĺı

and Gertler (1999). They reflect less indexing with respect to past inflation on the side

of price-setters. ϕ reflects the probability of not adjusting prices optimally on a given

period. It is estimated to be around 0.95, which translated into frequency implies that

firms readjust prices every 20 quarters. Even though this estimate is non-statistically

significant in almost all cases, it seems too long a time between price adjustments.

6Cho and Moreno (2003) further show in their small sample analysis that β is upwardly biased.
7Notice however that this analysis understates the true standard errors, as we calibrate the subjective

discount factor.
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The implied estimates of the curvature parameter in the utility function, σ, are be-

tween 35 and 112, but are not significantly different from zero across periods or inflation

measures. This result is caused by the small sensitivity of the output gap to real interest

rate changes. Finally, the habit persistence parameter, h, is around 1 and statistically

significant across inflation measures and sample periods. Fuhrer (2000) obtained an

estimate of 0.80 whereas Boldrin, Christiano, and Fisher (2001) found it to be 0.70.

6.1.3 Parameter Stability Tests

Columns 4 and 8 in Table 3 presents the Wald test probability values for parameter stabil-

ity of the baseline parameters. It shows that at the 5% level, in the case of the estimates

with CPI inflation, two parameters reject the null of stability: δ, the forward-looking pa-

rameter in the AS equation and σIS, the structural IS or demand shock. Precisely these

two parameters will be crucial in lowering inflation and output gap volatility, respectively.

Interestingly, in their time varying parameter model, Cogley and Sargent (2002) fail to

reject the time invariance hypothesis in the inflation equation, which is the only equation

where they detect a reasonably high power in their sup-Wald test. In the context of our

model, the move towards a more forward-looking price setting seems to be instrumental

in producing instability of reduced-form parameters.8

In the case of the GDPD estimation, δ is not significantly different across periods,

but σAS and, marginally, γ, are. We will show that the decline of the AS shocks in the

second period triggered the lower GDPD inflation volatility in the second period.

Columns 4 and 8 in Table 4 lists the Wald test probability values for parameter

stability of the structural parameters. It shows that, out of the structural parameter

estimates in the AS and IS equation, only ϑ in the CPI specification rejects the null of

stability. Of course, this has to do with the significative difference of δ, the forward-

looking parameter in the AS equation, across periods.

8Alternatively, Rudebusch (2003) presents a careful statistical exercise showing that shifts in policy
rules by themselves have a small impact on the unconstrained VAR coefficients.
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6.2 Model’s Implied Equilibrium and Goodness of Fit

Whereas the second period equilibrium is unique in both cases, the first period estimates

give rise to multiple equilibria, as there are more than three eigenvalues less than unity.

Under Ricardian fiscal policy, multiple equilibria can arise due to the violation of the

“Taylor principle”, whereby the Fed does not stabilize inflation fluctuations (β < 1).

Then, for the first subsample, we select the solution implied by the recursive method,

which selects the equilibrium associated with the three smallest eigenvalues.

Table 5 compares, across sample periods, the volatilities of the variables found in the

data with their model’s counterparts. Since the structural model is nested in a VAR(1)

system, all the elements of the implied variance-covariance matrix of the model (V(Xt))

can be easily computed from the Rational Expectations model solution in (5) as:

vec(V(Xt)) = (I − Ω⊗ Ω)−1(Γ⊗ Γ)vec(D) (8)

where I is the identity matrix of dimension 9× 9, ⊗ is the Kronecker product operator

and vec represents an operator stacking the columns of a matrix. All the volatilities are

matched with precision except in the case of the second period interest rate volatility.

This seems to be due to the highly non-linear behavior of the Federal funds rate during

the beginning of the 80s under the Volcker disinflation. Cogley and Sargent (2002) show

however that the inclusion stochastic volatility in their time-varying parameter model

does not affect the model’s estimates appreciably.

Figure 3 compares the sample autocorrelation functions with those implied by our

structural model under the CPI inflation specification. Very similar results were ob-

tained using GDPD inflation. In both periods, the sample autocorrelation functions

of inflation fall within the model’s confidence bands except for distant autocorrelations

in the first period. The model’s output gap autocorrelation seems to overpredict its

sample counterpart in both periods. Finally, the model matches the interest rate auto-

correlation function across sample periods quite closely. The cross-correlations are not as

precisely matched as the autocorrelations. This seems to be due to the fact that two im-

portant parameters which capture cross-coefficients feedback (φ and λ) are not precisely

estimated.

We now compare the propagation mechanism implied by our model to that of an
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unconstrained VAR(1). For ease of exposition, we write our model solution alongside the

VAR(1) in demeaned form:

Xt = ΩXt−1 + ςt (9)

Xt = ΩolsXt−1 + vt (10)

where ςt = Γεt. Under the null of the model, Ω = Ωols. Figure 4 compares the VAR(1)

and model’s impulse response functions of the macro variables to the three reduced-form

shocks (inflation, output gap and interest rate shocks). It shows that the model does

a good job matching the dynamics found in the data along most dimensions for the

two sample periods. The model does not reproduce, however, the increase in inflation

following an interest rate shock. This is due to the way monetary policy operates in

our New-Keynesian economy: an increase in the interest rate lowers the output gap and

inflation contemporaneously through the IS and Phillips curve relations. The model also

seems to understate the impact of interest rate changes on the output gap, especially in

the first period. This appears to be related to the small estimate of the coefficient on the

real rate in the IS equation, φ.

The cross-equation restrictions implied by the model are rejected by a likelihood-ratio

test. This is mainly due to the strong restrictions embedded in the variance-covariance

matrix of the structural errors. Additionally, the model does not reproduce the “price

puzzle”, present in most empirical VARs. However, Cho and Moreno (2003) perform a

small sample study of the likelihood ratio test of this model and find that when exogenous

correlation is added to the model, this is only marginally rejected.

6.3 Explaining the Drop in Inflation Volatility

In this subsection we attempt to determine the sources of the increased stability in the

inflation rate in the context of our New-Keynesian macro model. To this end, we develop

a counterfactual analysis given the parameter estimates obtained across sample periods.

We also develop a sensitivity analysis to assess the robustness of our results. We compare

the contribution of both shocks and the model’s propagation mechanism to the decline

in inflation volatility. Finally, we hint at some possible explanations for the differences

in results between the CPI and GDPD inflation rates.
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6.3.1 Shocks or Propagation? What Propagation?

In this section we study the role of exogenous shocks and internal propagation in the doc-

umented inflation volatility drop. Table 6 compares the standard deviations of inflation

and the output gap for all the sample combinations of structural shocks and propaga-

tion. It performs the analysis for both the empirical VAR(1) and the structural model.

Let Di be the matrix of structural shocks in period i and Φj the matrix of propagation

coefficients of period j. Then, for instance, σk(Di,Φj), where k = π, y, r and i, j = 1, 2,

denotes the standard deviation of the variable k implied by the system including the

shocks of sample i and the propagation of sample j. There are 6 possible statistics which

can be computed:

1. If Λ1 = σk(D1,Φ1) − σk(D2,Φ2) > 0, the volatility of variable k is smaller in the

second period .

2. If Λ2 = σk(D1,Φ2) − σk(D2,Φ2) > 0, the changes in shocks contribute to a lower

volatility of variable k.

3. If Λ3 = σk(D2,Φ1) − σk(D2,Φ2) > 0, the changes in propagation contribute to a

lower volatility of variable k.

4. If Λ4 = σk(D1,Φ1) − σk(D1,Φ2) > 0, the changes in propagation contribute to a

lower volatility of variable k.

5. If Λ5 = σk(D1,Φ1) − σk(D2,Φ1) > 0, the changes in shocks contribute to a lower

volatility of variable k.

6. If Λ6 = σk(D1,Φ2) − σk(D2,Φ1) > 0, changes in propagation are more important

than changes in shocks in explaining a lower volatility of variable k. To see this,

suppose that the previous five inequalities hold. In that case, both shocks and

volatility contributed to a lower volatility. To determine which factor was more

influential, we compare the volatilities implied by the more stabilizing propagation

and the larger shocks with the destabilizing propagation and the smaller shocks.

Whereas the fourth and fifth inequalities describe how, given an initial subsample,

changes in propagation or shocks would affect the volatilities, the second and third in-

equalities reflect the changes in volatilities that would be brought about by returning to
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past scenarios of shocks or propagation. The sixth statistic allows us to gauge the overall

importance of shocks relative to propagation in the (relevant) case that both shocks and

propagation contributed to a lower inflation variance in a given period.

Table 6 presents the results of the counterfactual exercise.9 It shows that the model

can explain the lower inflation volatility of the second period. Moreover, in the case of the

CPI, the implied second period inflation volatilities are statistically smaller than its first

period counterpart, as Λ1 is statistically larger than 0. For both inflation specifications

Λ4 > 0, revealing that the changes in propagation in the second period contributed to

the decline of inflation volatility. This result is confirmed by the fact that Λ3 > 0. The

lower shocks also contributed to lower inflation volatility as Λ2 > 0 and Λ5 > 0.

In the case of the CPI, the change in propagation was more influential than the decline

of shocks to reduce overall inflation volatility, since Λ6 < 0. This result is consistent with

Ahmed, Levin, and Wilson (2002), who start their second subsample in 1984. Our anal-

ysis reveals however that the decline in GDPD inflation is more influenced by the decline

in shocks. Table 3 reveals two main differences in the estimates under GDPD inflation

with respect to CPI inflation: First, the increase in the forward-looking component in

the AS equation is more moderate in the case of the GDPD estimation. Second, the

decline in the standard deviation of the AS shock under GDPD inflation is, in absolute

and relative terms, larger than under CPI inflation. In the next subsection we examine

the sources of differences across inflation measures.

Gaĺı and Gertler (1999) have shown that estimates of the Phillips curve using marginal

costs instead of detrended output are larger than the ones we obtain and statistically sig-

nificant. In order to check for robustness of our results, we perform a sensitivity analysis.

We fix the Phillips curve parameter value, λ, and the coefficient on the real rate, φ across

sample periods at both their two sample average and also at an order of magnitude

larger. We then estimate the remaining model’s parameters and perform an analogous

counterfactual exercise. The results remain intact for both inflation specifications.

Our structural model has the advantage that it reveals along what dimensions prop-

agation changed. In order to gauge the influence of each parameter change in the overall

decrease of inflation volatility, Table 7 performs a counterfactual exercise: It calculates

the inflation variance which would obtain under the second period estimates of one of the

9We developed an analogous counterfactual exercise with an unconstrained VAR(1). The results are
very similar to those yielded by the structural model.
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parameters and the first period values of the remaining parameters. Table 7 also shows

that the more aggressive response of the Fed to expected inflation in the second period

also contributed to the lower inflation volatility. However, for the two data specifications,

the most influential individual parameter change was the increase in the forward-looking

component of the price setting. This more flexible price setting may have been the result

of an increased flexibility in indexation schemes of wage and financial contracts. How-

ever, we are also open to the possibility that it is related to monetary policy in some

form not specified by current New-Keynesian models.

Panel B of Table 7 develops an analogous exercise to determine the decline of which

structural shock was more influential in the decrease of inflation volatility. In both cases,

the decline of the AS shock results in a larger decline of volatility. It also shows that in

the GDPD specification, inflation volatility is more sensitive to the decrease in the size

of the AS shocks.

Table 8 analyzes the influence of the private sector behavior and the monetary policy

authority on the decline of CPI inflation volatility. To this end, it compares the coun-

terfactual inflation volatility under the first period private sector parameters (IS and AS

parameters) and the second period monetary policy rule with that under second period

private sector of first period polity rule. We perform this analysis with different parame-

ter combinations. First, we use the baseline parameter estimates. Second, we fixed λ and

φ at the two period average and estimated the remaining the parameters. Third, we fixed

λ and φ at values one order of magnitude larger than those found in estimation. In the

three cases the changes in the private sector structural parameters were more important

in the decline of inflation volatility than those in the monetary policy rule.

As for the output gap volatility, the reduction that we are explaining in our sample

is fairly small. Other studies such as McConnell and Quirós (1992) have detected a large

drop in output volatility, but their sample break is around 1984, almost 4 years after

our break. In our model, the key factor underlying the output gap volatility drop is

to be found in the smaller shocks, since Λ6 > 0 in our two data specifications. The

changes in propagation did not contribute to this lower volatility, as Λ3 < 0 and Λ4 < 0.

The decrease in output gap volatility was mostly induced by the significant decrease

in the IS shock, which falls significantly in both specifications. McConnell and Quirós

(1992) attribute the smaller output volatility since 1984 to the improvement of inventory

management. Such event would enter in our model in the form of smaller structural
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shocks, since it does not arise endogenously in our New-Keynesian setup. This result is

consistent with Simon (2000), Blanchard and Simon (2001), Ahmed, Levin, and Wilson

(2002) and Stock and Watson (2002) who, with alternative methodologies, also find that

the key factor behind the drop of output volatility was the smaller shocks of the 80s and

90s.

6.3.2 Differences between CPI and GDPD inflation rates

In order to gain intuition about the different behavior of the GDPD, it can be useful

to summarize the three main differences among the GDPD and the CPI: First, the CPI

includes the price of imported goods, unlike the GDPD. Second, the GDPD includes the

price of goods purchased by investors, the government, and by foreign buyers of domestic

goods, unlike the CPI. Finally, the CPI is a fixed price index whereas GDPD accounts for

the changes in the domestic production and consumption, respectively. We do not believe

that our finding is related to differences in the weights of the indexes, since the CPI is a

fixed price index but the PCE is not, and we obtained similar results for both. It seems

that divergences in coverage are driving the different results. In particular, the GDPD

is the broader index in scope since it includes the prices of goods purchased by firms,

government, investors and foreign buyers. In this respect, the sharp peaks of investment

prices during our first subsample seem to be an important source of divergence between

CPI and GDPD inflation. This is especially the case regarding the components in the

private domestic fixed investment: Structures, equipment and software and residential.

7 Conclusion

In this paper we showed that the more stabilizing propagation mechanisms of the 80s and

90s played a key role in the decline of CPI inflation volatility. The decrease of GDPD

volatility, however, was more influenced by the smaller shocks. We also showed that

the leading factor behind the “improved” propagation mechanism was the more forward-

looking price setting of the 80s and 90s. In the context of our New-Keynesian model, we

showed that the shift towards a more aggressive monetary policy also mattered, but to

a lesser extent.

This paper raises a number of questions for future research, but perhaps the most

19



pressing one is related to the contemporaneous increase in the Fed’s responsiveness to

inflation and the private sector’s forward-looking behavior in the AS equation. A more

forward-looking price setting can be rationalized by several factors, such as an increased

flexibility in wage indexation schemes or the development of information technologies

which increases both price competitiveness and flexibility. However, as Woodford (2002)

observes, variations in agents’ price setting behavior are exogenous in standard AS spec-

ifications with endogenous persistence, such as the one employed in this paper. It could

be that the price setting behavior of firms is directly related to the Fed’s stance against

inflation. Dotsey, King, and Wolman (1999), for instance, derive a state-dependent pric-

ing specification. The present paper underscores the need to model and estimate the

links between the price setting behavior and the monetary authority’s degree of activism

more explicitly.

Another area of future research will be the introduction of monetary aggregates in

the structural model. It is well known (see, for instance, Bernanke and Mihov (1998))

that during some periods the Fed targeted money stocks. If this is the case, standard

Taylor-rule type estimates could be biased by not considering this fact. By introducing

money market clearing, we could easily take into account shocks to money demand in the

monetary policy rule by adding the money demand as a new equation. Finally, Leeper

and Roush (2002) show that the monetary transmission mechanism is not confined to

changes in the real rate of interest. Expanding the current demand equation to account

for the influence of money supply on output seems a worthwhile exercise.

20



References

Ahmed, Shaghil, Andrew Levin, and Beth Anne Wilson, 2002, Recent U.S. Macroeco-

nomic Stability: Good Policies, Good Practices, or Good Luck?, International Finance

Discussion Paper Series, Number 730. Washington, Federal Reseve Board.

Andrews, Donald W. K., and Ray C. Fair, 1988, Inference in Nonlinear Econometric

Models with Structural Change, Review of Economic Studies 55, 615–639.

Bai, Jushan, Robin L. Lumsdaine, and James H. Stock, 1998, Testing for and dating

breaks in stationary and nonstationary multivariate time series, Review of Economic

Studies 65, 395–432.

Bernanke, Ben S., Mark Gertler, and Mark W. Watson, 1997, Systematic Monetary

Policy and the Effects of Oil Price Shocks, Brooking Papers on Economic Activity pp.

91–142.

Bernanke, Ben S., and Ilian Mihov, 1998, Measuring Monetary Policy, Quarterly Journal

of Economics CXIII, 869–902.

Blanchard, Olivier J., and John Simon, 2001, The Long and Large Decline in U.S. Output

Volatility, MIT Department of Economics Working Paper 01-29.

Boivin, Jean, and Marc Giannoni, 2002, Assessing Changes in the Monetary Transmission

Mechanism: A VAR Approach, Economic Policy Review pp. 97–111.

Boivin, Jean, and Marc Giannoni, 2003, Has Monetary Policy Become More Effective?,

NBER Working Paper No 9459.

Boldrin, Michele, Lawrence J. Christiano, and Jonas Fisher, 2001, Asset Returns and the

Business Cycle, American Economic Review 91, 149–166.

Calvo, Guillermo, 1983, Staggered Prices in a Utility Maximizing Framework, Journal of

Monetary Economics 12, 383–398.

Cho, Seonghoon, and Antonio Moreno, 2003, A Structural Estimation and Interpretation

of the New Keynesian Macro Model, Mimeo, Columbia University.
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Table 1: Descriptive statistics

1957:2Q-1980:3Q 1980:4Q-2001:1Q 1957:2Q-1977:4Q 1983:1Q-2001:1Q

CPI
π̄ 4.74 3.58 3.89 3.27

(0.72) (0.35) (0.61) (0.25)
σπ 3.78 2.03 3.03 1.44

(0.47) (0.38) (0.43) (0.18)
ρπ 0.82 0.59 0.74 0.38

(0.07) (0.11) (0.09) (0.09)

GDPD
π̄ 4.36 3.20 3.86 2.58

(0.56) (0.38) (0.55) (0.20)
σπ 2.73 1.81 2.50 0.82

(0.56) (0.38) (0.377) (0.09)
ρπ 0.998 0.920 0.987 0.948

(0.036) (0.033) (0.050) (0.039)

This Table shows the descriptive statistics of CPI inflation (CPI) and GDP Deflator inflation (GDPD).
π̄ stands for the average, σπ is the standard deviation and ρπ is the first order autocorrelation. These
statistics and their respective standard errors (in parentheses) were computed using generalized method
of moments (GMM) estimation. The weighting matrix is constructed using 3 Newey-West lags. The
following system of equations was estimated for each inflation measure:

e1t = πt − π̄

e2t = (πt − π̄)2 − σ2
π

e3t = (πt − ¯̄π)(πt−1 − ¯̄π)− ρπ(πt−1 − ¯̄π)2

where ¯̄π is the sample mean of inflation. e1t, e2t and e3t are the disturbances so that et = {e1t, e2t, e3t}
and E[et] = 0. There are three parameters to be estimated and three orthogonality conditions, so that
the system is exactly identified.
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Table 2: Sup-Wald Break Date Statistics

Sample Period VAR Sup-Wald Break Date 90% Confidence Interval

1957:2Q-2001:1Q 1 68.35 1980:3Q 1980:2Q-1980:4Q

1957:2Q-2001:1Q 2 115.42 1980:4Q 1980:3Q-1981:1Q

1957:2Q-2001:1Q 3 115.02 1980:4Q 1980:3Q-1981:1Q

1957:2Q-2001:1Q 4 146.70 1980:4Q 1980:3Q-1981:1Q

1957:2Q-2001:1Q 5 163.56 1980:4Q 1980:3Q-1981:1Q

This Table lists the Sup-Wald values of the break date test derived by Bai, Lumsdaine, and Stock (1998).

The test detects the most likely break date of a break in all of the parameters of unconstrained VARs

of orders 1 to 5. The Table shows the results of the test using the CPI, quadratically detrended output

gap and the Federal funds rate.
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Table 3: FIML estimates and Wald Statistics

CPI GDP Defl.
1st P. 2nd P. 2nd P.-gap W. p-v 2nd P. 1st P. 2nd P.-gap W. p-v

δ 0.55 0.63 0.73 0.54 0.56 0.60
(0.02) (0.03) (0.03) (0.032) (0.02) (0.02) (0.05) (0.344)

λ 0.007 0.001 0.001 0.001 0.001 0.001
(0.005) (0.002) (0.001) (0.250) (0.003) (0.001) (0.001) (0.880)

µ 0.52 0.49 0.50 0.50 0.48 0.49
(0.02) (0.03) (0.03) (0.400) (0.02) (0.03) (0.03) (0.647)

φ 0.015 0.004 0.002 0.010 0.010 0.003
(0.013) (0.004) (0.003) (0.443) (0.005) (0.006) (0.005) (0.663)

ρ 0.77 0.88 0.89 0.84 0.85 0.87
(0.05) (0.03) (0.03) (0.080) (0.02) (0.04) (0.04) (0.851)

β 0.98 1.77 1.60 0.83 1.65 1.38
(0.14) (0.53) (1.22) (0.148) (0.21) (0.45) (0.77) (0.099)

γ 0.70 0.62 0.59 1.18 0.57 0.59
(0.25) (0.34) (0.33) (0.808) (0.14) (0.28) (0.27) (0.050)

σAS 1.20 1.00 1.03 0.79 0.46 0.46
(0.10) (0.09) (0.11) (0.127) (0.06) (0.04) (0.04) (0.000)

σIS 0.71 0.38 0.36 0.59 0.39 0.36
(0.07) (0.03) (0.03) (0.000) (0.05) (0.04) (0.33) (0.001)

σMP 0.76 0.72 0.61 0.83 0.72 0.61
(0.06) (0.06) (0.05) (0.619) (0.06) (0.05) (0.05) (0.207)

This Table shows the FIML baseline parameter estimates of the New-Keynesian macro model with CPI
and GDPD inflation, respectively. Output is detrended quadratically and the Federal funds rate is used
as interest rate. The subsample associated with 1st P. spans the period 1957:2Q-1980:3Q, 2nd P. spans
the period 1980:4Q-2001:1Q and 2nd P.-gap spans 1981:4Q-2001:1Q. W. p-v. stands for the Wald-test
probability values of parameter stability (between 1st P. and 2nd P. estimates). The Wald statistic used
is: W = (θ1

p − θ2
p)′(V 1

p + V 2
p )−1(θ1

p − θ2
p). Andrews and Fair (1988), show that it is distributed as a

chi-square with p degrees of freedom under the null of parameter stability. The model’s equations in
demeaned form are:

πt = δEtπt+1 + (1− δ)πt−1 + λyt + εASt

yt = µEtyt+1 + (1− µ)yt−1 − φ(rt − Etπt+1) + εIS,t

rt = ρrt−1 + (1− ρ) [βEtπt+1 + γyt] + εMPt
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Table 4: Structural Parameters in the AS and IS equations

CPI GDP Defl.
1st P. 2nd P. W. p-v 1st P. 2nd P. W. p-v

ϑ 0.83 0.59 0.86 0.79
(0.03) (0.05) (0.000) (0.03) (0.03) (0.083)

ϕ 0.915 0.970 0.965 0.972
(0.390) (0.667) (0.943) (0.757) (0.516) (0.992)

σ 35.48 111.34 51.09 75.31
(30.65) (106.44) (0.493) (27.20) (71.50) (0.752)

h 0.96 1.05 1.02 1.09
(0.09) (0.11) (0.501) (0.09) (0.15) (0.678)

This Table shows the FIML structural parameter estimates of the New-Keynesian macro model with CPI
and GDPD inflation, respectively. Output is detrended quadratically and the Federal funds rate is used
as interest rate. The subsample associated with 1st P. spans the period 1957:2Q-1980:3Q, 2nd P. spans
the period 1980:4Q-2001:1Q and 2nd P.-gap spans 1981:4Q-2001:1Q. W. p-v. stands for the Wald-test
probability values of parameter stability (between 1st P. and 2nd P. estimates). The Wald statistic used
is: W = (θ1

p − θ2
p)′(V 1

p + V 2
p )−1(θ1

p − θ2
p). Andrews and Fair (1988), show that it is distributed as a

chi-square with p degrees of freedom under the null of parameter stability. The model’s equations in
demeaned form are:

πt = δEtπt+1 + (1− δ)πt−1 + λyt + εASt

yt = µEtyt+1 + (1− µ)yt−1 − φ(rt − Etπt+1) + εIS,t

rt = ρrt−1 + (1− ρ) [βEtπt+1 + γyt] + εMPt

The relation between the baseline and structural parameter values is given by these four identities:

δ = 1
1+ϑ , λ = (1−ϕ)2

ϕ , µ = σ
σ(1+h)−h and φ = 1

σ(1+h)−h
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Table 5: Standard Deviations

Panel A: CPI
1st period 2nd period

Sample Model Sample Model
σπ 3.78 3.64 2.04 2.07

[2.86 4.70] [2.87 5.41] [1.29 2.79] [1.49 3.04]
σy 2.62 2.28 2.54 1.86

[2.25 2.98] [1.68 4.37] [2.10 2.99] [1.00 4.39]
σr 2.94 2.78 3.15 2.58

[2.12 3.76] [1.70 5.13] [1.86 4.43] [1.46 4.78]

Panel B: GDPD
1st period 2nd period

Sample Model Sample Model
σπ 2.73 2.83 1.81 1.32

[2.16 3.29] [2.06 5.25] [0.92 2.71] [1.01 3.01]
σy 2.62 2.07 2.50 2.16

[2.25 2.98] [1.68 4.37] [2.06 2.93] [1.05 4.39]
σr 2.94 2.78 3.18 2.20

[2.12 3.76] [1.70 5.13] [1.94 4.42] [1.59 4.76]

This Table reports both the sample and model standard deviation across sample periods and data

specifications. The 95% confidence intervals of the standard errors appear in brackets. The sample

standard errors were obtained through the GMM estimation outlined in the note to Table 1. The

empirical standard errors were computed through the following Montecarlo procedure: We perform

random draws from the asymptotic distribution of the parameter set to construct Ω and Γ matrices of

the model’s solution which yields volatility values for π, y and r. We replicate this exercise 1,000 times

discarding the non-stationary solutions in the process.
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Table 6: Counterfactual Analysis

Panel A: CPI
Λ1 Λ2 Λ3 Λ4 Λ5 Λ6

σπ 2.06 0.43 1.70 1.63 0.36 -1.26
[0.40 3.59] [-0.73 1.68] [-0.09 3.43] [-0.04 3.17] [-1.91 2.39] [-3.03 0.55]

σy 0.93 1.08 -0.03 -0.15 0.96 1.11
[-2.05 3.20] [-1.81 3.24] [-2.79 1.74] [-2.46 2.17] [-1.02 2.98] [-0.75 3.22]

σr 0.62 0.99 -0.15 -0.37 0.78 1.15
[-2.10 2.94] [-1.57 3.29] [-2.82 2.33] [-2.94 2.28] [-1.91 3.23] [-1.58 3.45]

Panel B: GDPD
Λ1 Λ2 Λ3 Λ4 Λ5 Λ6

σπ 1.68 0.96 0.55 0.72 1.13 0.41
[-0.07 3.75] [-0.57 2.77] [-1.08 2.73] [-1.17 2.98] [-1.33 3.51] [-1.82 2.44]

σy 0.44 0.61 -0.28 -0.15 0.72 0.89
[-2.57 2.33] [-2.41 2.89] [-3.28 1.42] [-2.52 1.77] [-1.00 2.45] [-0.85 3.07]

σr 0.55 0.76 -0.28 -0.21 0.83 1.04
[-2.03 3.05] [-1.93 3.24] [-2.94 1.91] [-2.63 2.42] [-1.37 3.20] [-1.36 3.32]

This Table reports the 6 inequalities (Λ1 through Λ6) between the counterfactual volatilities stated

in section 6.3.1. The corresponding empirical 95% confidence intervals appear in brackets. They were

computed through the Montecarlo procedure outlined in Table 5.
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Table 7: Counterfactual Inflation Volatilities

Panel A: Contribution of Model’s Parameters
CPI GDPD

σπ(D1,Φ1) 3.64 2.83
σπ(θ1, δ2) 2.47 2.27
σπ(θ1, λ2) 3.82 2.85
σπ(θ1, µ2) 3.76 2.84
σπ(θ1, φ2) 4.38 2.84
σπ(θ1, ρ2) 3.54 2.83
σπ(θ1, β2) 3.26 2.72
σπ(θ1, γ2) 3.63 2.81

Panel B: Contribution of Model’s Volatilities
CPI GDPD

σπ(θ1, σ
AS
2 ) 3.06 1.66

σπ(θ1, σ
IS
2 ) 3.56 2.82

σπ(θ1, σ
MP
2 ) 3.64 2.83

This Table reports the counterfactual inflation volatilities which would have arisen under the parameter

estimates of the first period together with the second period estimate of an individual parameter or

volatility. For instance, σπ(θ1, µ2) is the inflation volatility implied by the first period parameters except

for µ, which is fixed at its second period value. σπ(D1,Φ1) is the inflation volatility implied by the first

period parameter values.
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Table 8: Monetary Policy Rule v/s Private Sector?

1st P. 2nd P. Standard Deviations
λ1 φ1 δ1 β1 γ1 λ2 φ2 δ2 β2 γ2 σπ(1, 1) σπ(1, 2) σπ(2, 1) σπ(2, 2)

0.007 0.015 0.55 0.98 0.70 0.001 0.004 0.63 1.77 0.60 3.30 2.97 2.19 2.18
0.004 0.010 0.51 1.07 0.80 0.004 0.010 0.58 1.50 0.69 3.32 3.01 2.37 2.28
0.010 0.025 0.54 0.83 1.18 0.010 0.025 0.56 1.65 0.57 4.11 3.44 3.39 2.96

This Table lists counterfactual standard deviations for different parameter combinations in the model
under CPI inflation. σπ(1, 2) and σπ(2, 1) are the counterfactual inflation volatilities. They were con-
structed as follows: σπ(i, j) is the inflation standard deviation computed under the structural parameters
of the AS and IS equations of period i and the monetary policy parameters of period j. The structural
shocks were fixed at the two period average. The model’s equations in demeaned form are:

πt = δEtπt+1 + (1− δ)πt−1 + λyt + εASt

yt = µEtyt+1 + (1− µ)yt−1 − φ(rt − Etπt+1) + εIS,t

rt = ρrt−1 + (1− ρ) [βEtπt+1 + γyt] + εMPt
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Figure 1: Series of Wald Statistics: All parameters break for a VAR(3)

This Figure shows the values of the time series of the Wald statistics which detects a break in all the
parameters of an unconstrained VAR(3). The variables in the VAR are CPI inflation, quadratically
detrended output and the Federal funds rate. The sample period is 1957:2Q-2001:1Q.
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Figure 2: Sup-Wald robustness test

These two figures graph the time series of the Wald statistics which detects a break in all the parameters
of an unconstrained VAR(3) of the residuals associated with the vector autoregression of CPI inflation,
the output gap and the Federal funds rate. The first subsample spans the period 1957:2Q-1980:3Q and
the second subsample covers the period 1980:4Q-2001:1Q.
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Panel A: 1st Period
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Panel B: 2nd Period
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Figure 3: Model and Sample Autocorrelation Functions

This figure graphs the implied model’s autocorrelations (solid thick lines) together with the sample
autocorrelations (dashed lines) using the CPI data specification. The 95% confidence intervals lie within
the solid thin lines. The first sample period is 1957:2Q-1980:3Q and the second is 1980:4Q-2001:1Q.
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Figure 4: Impulse Response Functions to the Reduced Form Shocks

This Figure compares the VAR(1) and model’s impulse response functions of the macro variables to a
one standard deviation of the three reduced-form shocks: inflation, output gap and interest rate shock.
We report the responses under the CPI specification. The first sample period is 1957:2Q-1980:3Q and
the second is 1980:4Q-2001:1Q.

35


	Introduction
	A Macro Model for the U.S. Economy
	Rational Expectations Equilibrium
	Data and Estimation
	Dating the Structural Break in the U.S. Economy
	Results
	Parameter Estimates
	Baseline Estimates
	Structural Estimates in the AS and IS equations
	Parameter Stability Tests

	Model's Implied Equilibrium and Goodness of Fit
	Explaining the Drop in Inflation Volatility
	Shocks or Propagation? What Propagation?
	Differences between CPI and GDPD inflation rates


	Conclusion

