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Abstract

In linear specifications, the bias due to the presence of measurement error in a regressor can be entirely
avoided when either repeated measurements or instruments are available for the mismeasured regressor.
The situation is more complex in nonlinear settings. While identification and root n consistent estimation
of general nonlinear specifications have recently been proven in the presence of repeated measurements,
similar results relying on instruments have so far only been available for polynomial specifications and
absolutely integrable regression functions.

This paper addresses two unresolved issues. First, it is shown that instruments indeed allow for the
fully nonparametric identification of general nonlinear regression models in the presence of measurement
error. Second, when the regression function is parametrically specified, a root n consistent and asymp-
totically normal estimator is provided. The starting point of the proposed approach is a system of two
functional equations that relate conditional expectations of observed variables to the regression function
of interest, as first proposed by Hausman, Ichimura, Newey and Powell (1991) for polynomial specifi-
cations. Both the proof of nonparametric identification and the construction of the estimator rely on
a representation of these functional equations in terms of Fourier transforms. The proposed estimation
procedure takes the form of a generalized method of moment estimator with a plugged-in nonparametric
kernel density estimate. As a result, standard techniques borrowed from the semiparametrics literature
can be used to establish the estimator’s asymptotic properties.

1 Introduction

Estimators based on instrumental variables (IV) have long been used to estimate linear regressions models
of the form

y=0z+e¢ (1)
where y is the dependent variable, 6 is the parameter vector of interest and where the error term e is
potentially correlated with the explanatory variable x. This correlation between € and x could arise either
from endogeneity or measurement error in the regressors. Indeed, if the observed regressor z and the
true regressors x* are related through x = z* + Az, where Ax is a zero mean measurement error that is

uncorrelated with z*, the true model y = fx* + Ay is related to the observed Model (1) by
y=0x"+Ay=0x—0Axz+Ay=0zx+¢ (2)

where the disturbance term ¢ = —0Ax + Ay is correlated with 2, which prompts the need for IV estimation.

When the specification is nonlinear

y:g($79)+57 (3)



IV estimation admits a straightforward extension when the correlation between ¢ and z is due to endogeneity,
but not when it is due to measurement error. The simple additive separation between the observed regressor
in the measurement error illustrated in Equation (2) is no longer possible. This problem, first pointed out by
Amemiya (1985), has prompted a long search for a solution. Hausman, Ichimura, Newey, and Powell (1991)
have provided an asymptotically normal and root n consistent estimator that requires no distributional
assumptions regarding the model’s variables in the special case of polynomial specifications. Subsequently,
Newey (2001) has shown that with distributional assumptions, root n consistent and asymptotically normal
estimation is possible for general functional forms and that without distributional assumptions, consistent
estimation is possible, assuming that the model is identified. Under the assumption that the regression
function is absolutely integrable, Wang and Hsiao (2003) provide a root n consistent estimator for general
functional forms. They also show identification for models having N, + 1 parameters or less, where N,
is the dimension of the mismeasured regressor. However, so far, a general proof that instruments enable
the identification of a nonlinear specification with measurement error has remained elusive and existing
root m consistent and asymptotically normal estimators of such models are only applicable under rather
restrictive assumptions. The difficulty of identifying and estimating nonlinear measurement error models
using instruments sharply contrasts with the analogous problem employing repeated measures, where the
polynomial case (Hausman, Ichimura, Newey, and Powell (1991)), the identification and consistent estimation
in the absence of distributional assumptions (Hausman, Newey, and Powell (1995), Li (2002)), and the root
n consistent and asymptotically normal estimation (Schennach (2004a)) have now been fully solved.

The present paper fills the gaps in this ongoing search for a solution to the measurement error problem
in nonlinear IV estimation. First, we show nonparametric identification of the regression function without
assuming its absolute integrability and without distributional assumptions. In the case where g (z,0) is
parametric, and in the absence of distributional assumptions, we provide a root n consistent and asymp-
totically normal estimator. The properties of the proposed estimator are investigated through Monte Carlo

simulations.

2 Review of the Theory of Generalized Functions

The concept of “generalized functions” is central to the present paper, because most results will rely on
Fourier transforms, which often do not exist within the set of ordinary functions. This section thus recalls
the definitions and known results that are relevant to our problem. The formal proof of these results can
be found, for instance, in Lighthill (1962). We focus on the case of scalar-valued generalized functions of a
scalar variable.

In order to define generalized functions, we first need the following definition.

Definition 1 Let T be the set of all functions s : R — R that (i) are everywhere differentiable any number



of times and (i) are such that' )dl;i,(f)‘ =0 (|t|_m> as |t| — oo for all k,m € NT. Functions in T are

called “test” functions.
Intuitively, functions in 7 are both extremely smooth and have extremely thin tails.

Definition 2 A generalized function® b is a sequence of functions by, in T such that limg_.oo [ by (t) s (t) dt
exists for all s € T. Let G denote the set of all generalized functions. (We take the convention that integrals

without explicit bounds extend over R.)

Note that the limit of the sequence by, (t) may not be part of 7, which is precisely what makes the concept
of generalized functions more general than a function. The value of the integral [b(t)s(t)dt for a given
s € T is then defined as limy_oo [ by (t) s (¢) dt. Perhaps the best known example of a generalized function

is Dirac’s delta function § (¢), defined, for instance, by the sequence

be(t) =[x (’%) | )

Another important example of a generalized function is the j-th derivative of the delta function, denoted by
§9) (t) and defined by the sequence diby, (t) /dt?, where by, (¢) is as in Equation (4). The generalized function
§9) (t) has the property that 6() (¢) = 4 (¢) and

/5(j) (t)s(t)dt
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for j € N.

Definition 3 Two generalized functions a (t) and b(t) are said to be equal if their associated sequences ay, (t)

and by, (t), respectively, are such that limy_.o [ ai (t) s (t) dt =limg_oo [ by (t) s (¢) dt for all s € T.

Note that this definition does not require that ay (t) = by (¢) for all k& and hence, a given generalized
function can be defined in terms of more than one sequence. The set of generalized functions is closed under
addition, subtraction and differentiation. The product of a generalized function with an ordinary function is
guaranteed to be a generalized function if all of the ordinary function’s derivatives exist and diverge no faster
than a power of ¢ as |[t| — co. However, the product of two generalized functions may not be a generalized
function.

Ordinary functions can be viewed as particular cases of generalized functions. For instance, if we let Z be
the set of all ordinary functions c (¢) such that [ (1 + ¢?) ™ |e(t)] dt is finite for some m € N, then all ordinary
functions in Z are also generalized functions. A generalized function b (¢) is said to equal to an ordinary
function ¢ (¢) in an interval I if for all s € 7 that are supported on I, we have [b(t)s (t)dt = [c(t)s(t)dt.

In the case of Dirac’s delta function, 4 (¢) is equal to the 0 function over any interval that does not contain

1By convention d¥s (t) /dt* = s (t) for k = 0.
2Generalized functions can also be defined as bounded linear functional on 7', but this definition is less convenient for our
purposes.



0. However, § (t) is not equal to any ordinary function over any interval that includes 0. This concept is
important because it will allow us to treat generalized functions as ordinary functions, as long as we stay
away from their “singular” points.

Perhaps the most important result for our purpose is that the Fourier transform of a generalized function
is a generalized function. As a particular case of this result, the Fourier transform of any function in 7 is a
generalized function. Hence, in general, the Fourier transform of an ordinary function will not necessarily
be an ordinary function, but rather a generalized function.

An important property of any generalized function b (¢) is that it can always be decomposed as (see

Lighthill (1962), Gel’fand and Shilov (1964))
b (t) = b, (t) + by (t) (5)

where b, (t) is an ordinary function while by (¢) is purely singular, consisting solely of a linear combination of
delta functions derivatives of a finite order, as described in more detail in Section 4.2. Moreover, the product

of a generalized function b (¢) with an ordinary function a, (t) can be decomposed as
b(t)ao (t) = bo (t) ao (t) + bs (t) ao (t)

where b, (t) a, (t) is an ordinary function and where b; (t) a, (t) is purely singular, as implied by Lemma 5.
Of course, b (t) a, (t) will only be well-defined if a, (t) admits a sufficient number of continuous derivatives
at the points where the delta functions derivatives contained in b (t) are located.

While this review focuses on so-called tempered distributions, there exist more general classes of gen-
eralized functions. For instance, as described in Gel’fand and Shilov (1964), the set 7 can be limited to
compactly supported infinitely differentiable functions, which expands the set of generalized functions for
which the limit limy o [ a (t) s (t) dt exists for any s € 7. However, for simplicity, we will focus on func-
tions a (t) whose Fourier transforms « (7) are tempered distributions, therefore limiting ourselves to functions

a (t) that do not diverge faster than any power of ¢ as [t| — oo.

3 Identification

For simplicity, let y, z, z*, Ay, Az, Az* be scalar random variables and w be a random vector. We consider
the model:
y=g(z")+ Ay E[Aylw, Az*] =0
r=x*+ Az E[Az|w, Az*, Ay] =0 (6)
¥ =X (w) + Ax* Az* independent from w and®E [Az*] = 0

where g (z*) is the function to be determined, while X (w) is an unknown function of a random vector
w of instruments. The variables x,y,w are observable while the variables z*, Az, Ay, Ax* are not. The
assumptions made are the same as in Newey (2001), except that we allow for nonparametric g (z*) and

X (w). Our task consists in identifying g (z*) based solely on the knowledge of the observed variables.

3The assumption that that F[Axz*] = 0 results in no loss of generality since this can always be achieved by allowing for a
constant shift in the function X (w, a).



Since

z=z"+Azr =X (w) + Az* + Az (7)

where F [Az* + Az|w] = 0, the function X (w) can be determined from a standard nonparametric least-
square projection of  on w (both of which are observable) and is therefore identified. Hence, for the purpose

of establishing identification, we define the observed scalar random variable
z=X (w). (8)

Model (6) can then be rewritten as

y=g(z*)+ Ay E[Ay|lz,u] =0

r=x"+ Az EAz|z,u,Ay] =0 9)
t=z—u. u independent from z and E [u] =0
where, for convenience, we have set u = —Ax*.

Newey (2001) suggests that the function g (z*) may be identified from the knowledge of the conditional
expectations F [y|z] and F [zy|z] through the equalities:

Bl = [9(-uwdrw (10)
Eloyl] = [(-wg(-wdF (11)

where F (u) denotes the cdf of w and where the integral extend over the whole real line. The heuristic
argument supporting this suggestion is the fact that this model is characterized by two unknown functions
g (z*) and F (u) and we have two functional equations available. Moreover, in the special case of a polynomial
g (z*), it is known from Hausman, Ichimura, Newey, and Powell (1991) that the knowledge of the conditional
expectations F [y|z] and E [zy|z] is sufficient to identify g (z*). However, the proof of identification of this
model in the general case has so far been missing.

Equations (10) and (11) take on a particularly simple representation in terms of their Fourier transforms.
Lemma 1 Let i =+/—1 and define the following Fourier transforms

Q) = Bl (12)

() = [ Blayll s (13)

/g (z*) 5 da* (14)

6() = [euar ). (15)
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Whenever v (€), €, () and 4y (¢) are well-defined generalized functions, then Equations (10) and (11) are

equivalent to



where derivatives are denoted by dots and where Definition 3 provides the meaning of an equality between

generalized functions.

Proof. Since v (€), &y (¢), €zy () and ¢ (¢) are well-defined generalized functions, the interchange of the order

of integration and the interchange of derivative and integration operations performed below are allowed.*
0© = [ [ate-wdrwesa
_ //g (2 — u) €7 dzdF (u)
//g (z*) @ (2*) dF (u)

/g(x*)eicw*d(x*) /eicudF (u)
Y (Q) ¢ (C)

Exy () = // (z—u) g (2 — u)dF (u) €*dz
- / o g (z*) 4% d (%) / U dF (u)
_ (—ia% g<x*>ei<z*d(x*)) [ e<var

]

The Fourier transform of a probability distribution, such as ¢ (¢), is called a characteristic function and
can be shown to be a well-behaved function, namely, its complex modulus is bounded and it is uniformly
continuous (Loéve (1977)). These properties are consequences of the fact that probability distributions are
absolutely integrable by definition. However, functions that are not necessarily absolutely integrable, such as
g (%), E[y|z], and E [zy|z], may have generalized functions as their Fourier transforms instead of ordinary
functions. The requirement, in Lemma 1, that the Fourier transforms v (¢), &, (¢), and €4, (¢) exist within
the set of generalized functions is very weak; aside from excluding pathological cases such as nonmeasurable
functions or functions that are unbounded or undefined over an interval,” it limits the rate at which g (z*) can
diverge as |z*| — 0o to some finite power of 2*. The only commonly used function that does not satisfy this
requirement is the exponential. However, as shown in Schennach (2004b), with an exponential specification,
g (z*) is actually not identified from Equations (10) and (11), so allowing for exponentials would bring no

additional benefits.

4Formally, this is justified as follows. Every generalized function is defined via an inner product with test functions. After a
sufficient number of integration by parts, this inner product can be written as the integral of an absolutely integrable function,
thus permitting the use of Fubini’s Theorem.

SLemma 1 does require F [y|z] and E [zy|z] to be everywhere defined, thus necessitating that the density of z be supported
on R.



Wang and Hsiao (2003) avoid the complications arising from singular Fourier transforms by assuming
that g (z*) and x*g («*) are absolutely integrable (which implies that F [y|z], E [zy|z] are as well). The
following Lemma and Theorem establish that, without making this absolute integrability assumption, it is

nevertheless possible to show nonparametric identification of ¢ (z*) in Model (9).

Lemma 2 Using the assumptions of Lemma 1, Fquations (16) and (17) are equivalent to

ey (€) ()9 (Q) (18)
iemay (O = (09 (19)

where e(,_zy, (¢) = [ E[(z —x)y|z] e*dz and where Definition 3 provides the meaning of an equality between

generalized functions.

Proof. This can be shown by differentiating each side of Equation (16) with respect to ¢:

0 0 .

e @) = 5 [ Bl
= 1/E[zy|z] ¥ dz
= igzy (C)

and we obtain:

iezy () =7 (0@ () +7 (e (C). (20)

Now, calculating ie., (¢) — icay (¢), we obtain ie(._,), ({) = v (¢) ¢ (¢), which is Equation (19). Note that,
although the differentiation operation causes a loss of information (as derivatives are unaffected by constant
shifts), the whole system of two equations does not suffer from this loss because we keep the original equation

gy (€) =7v(¢) @ (¢) as part of the system. [ ]

We then need a few conditions to state our identification result.
Assumption 1 ¢ (¢) #0 for all { € R.

Requiring the characteristic function ¢ (¢) of the disturbance w to be nonvanishing everywhere is a
standard assumption in the deconvolution literature (Carroll, Ruppert, and Stefanski (1995), Fan (1991),
Fan and Truong (1993), Li and Vuong (1998), Li (2002), Horowitz and Markatou (1996), Schennach (2004a)).
When ¢ (¢) = 0 over some set, v (¢) can take any value over the interior of that set without changing the

observables ¢, (¢) and €, (¢) and it is therefore impossible to fully recover v ().

Assumption 2 There erists a positive finite or infinite constant ¢ such that (i) v (¢) # 0 almost everywhere
n [_qu and (ii) v (¢) =0 for all |¢| > (.9

6There are no constraints on the behavior of v (¢) at ¢ = +(. Also note that if v (¢) contains delta function derivatives at
some point &, v (¢) is not equal to the zero function at ¢ = £ and therefore v (£¢) # 0.




While Assumption 2 requires that v (¢) vanish beyond some frequency ¢, it allows { to be infinite, so that
the case v (¢) # 0 almost everywhere in R is included as a particular case. It is important to note that the
constant ¢ does not need to be known. Assumption 2 is fairly weak, as it basically excludes specifications
whose Fourier transform vanishes on a finite interval. Such functions exist, but are not commonly used
in nonlinear specifications. The asymmetry in the assumptions regarding ¢ (¢) and v (¢) comes from the
fact that our main focus is on identifying v (¢) and not ¢ (¢). If we wanted to identify ¢ (¢) we would need
to impose that v (¢) # 0 almost everywhere in R. Assumptions 1 and 2 can probably be relaxed when
parametric constraints on g (z*) are imposed, since it may then be sufficient to identify v (¢) for some, but

not necessarily all, (.
Assumption 3 7 ((), g, (¢) and g(;_z), (¢) are well-defined generalized functions.

This Assumption is satisfied when the tails of g (z*) grow no faster than some finite power k of z* and
when the absolute moments of u up to the order k+ 1 exist. These conditions ensure that the singularities in
v (¢) are no worse than delta function derivatives of a finite order and that ¢ ({) admits enough derivatives
so that the products €, ({) =7 (¢) ¢ (¢) and (.5, (¢) =7 ({) ¢ (¢) are well-defined (by Lemma 5).

We can now state our identification result.

Theorem 1 Under Assumptions 1-3, if E [|u|] < oo, then g (z*) in Model (9) is nonparametrically identified.

Moreover, if ¢ > 0 in Assumption 2,

9@ =5 [ 1) (21)
where 0 e, () =0
if ey (C) =
7(Q) = { gy (¢) exp (— OC —is(;_;:z/é;(g) df) otherwise ’ (22)

and where €y, (§) and €(,_z)y.0 (§) denote the ordinary function components of €, (§) and €.z, (§), re-

spectively.

Proof. It is only possible to have ( = 0 when g (z*) is a polynomial, a case which has already been shown
to be identified (Hausman, Ichimura, Newey, and Powell (1991)). Hence, we focus on the case where { > 0.
For |¢| > ¢, the fact that v (¢) = 0 can be directly inferred from Equation (18) and the fact that ¢, (¢) = 0,
since |¢ (¢)| > 0, as stated in the first part of Equation (22).
We next focus on |[¢| < ¢. As indicated in Section 2, any generalized function (such as 7 (¢)) can be de-
composed as the sum of an ordinary function, denoted by an “o” subscript (e.g. v, (¢)), and a purely singular
component, denoted by an “s” subscript (e.g. v, (¢)), which consists of a linear combination of delta function

derivatives. Decomposing €, (¢) and &4, (¢) in a similar fashion and substituting these decompositions into

TWhen the ratio ie(,_z)y,0 (£) /2y,0 (€) takes the forms 0/0 or co/co, we take the convention that ie(,_z)y.0 (€) /ey,0 (€) =
limgx e ie(z_a)y,0(§¥) /€y,0 (§), a limit that is shown to always exist in the proof of the theorem. Also, by convention, the
statement ey (¢) = 0 is false when £y () contains a delta function derivative at .



Equations (18) and (19) yields

yo () Feys Q) = (7O +7.(0) () (23)
i)y (O) FHigays (O = (1, () +7: () 3 (C)- (24)

Since the product of an ordinary function with an ordinary function is an ordinary function, while the
product of a purely singular component with an ordinary function is purely singular (as indicated in Section

2), Equations (23) and (24) imply that

€0 (Q) = 7 (Q)d(C) (25)
im0 () = 7)), (26)

Since all quantities are now ordinary functions, Equations (25) and (26) can be manipulated according to
the usual rules of multiplication and division. Under the assumption that ¢ (¢) # 0, and for any ¢ such that
v, (€) # 0, we can divide each side of Equation (26) by the corresponding side of Equation (25) to obtain

¢(C) _ ie(z—w)y,o (C)
¢ (C) Eyo ()

This equation holds almost everywhere in [—E , Z}, since the assumption that v (¢) # 0 almost everywhere

(27)

in [76, E] also implies that «, (¢) # 0 almost everywhere in [75, Z] By Lemma 4 (in the Appendix) and
the assumption that F [Ju|] < oo, both ¢ (¢) and ¢ (¢) are continuous. Since ¢ (¢) # 0 for all ¢ € R by
assumption, the ratio ¢ (¢) /¢ (¢) is continuous everywhere. Since Equation (27) holds almost everywhere in
[—¢,¢] and since ¢ (¢) /¢ (¢) is continuous, the ratio i€ (z—a)y,0 (§) /4,0 (§) contains no essential singularity
and its value can be defined everywhere in [fZ , E] by taking limits (that is, we take the convention that
i€ a)y0 (§) /y,0 (€) is a shorthand notation for lime« _¢ie(,_y)y.0 (§7) /€y,0 (7). With this convention,
Equation (27) holds for all ¢ € [—(,].
Integrating each side of Equation (27) with respect to (, yields

1n¢(C)—1n¢(0):/<Md§

0 €y,0 (é)

for |¢| < ¢. Making use of the boundary condition ¢ (0) = [ €'%“dF (u) = [dF (u) = 1, and taking exponen-

¢ ie z—1x)y,0
6(C) = exp ( /0 %d&) , (25)

which provides the value of ¢ (¢) for |¢| < ¢ in terms of observable quantities.

tials on each side, we obtain®

Next, multiplying each side of Equation (16) by (¢ (¢)) ! establishes that

Ey (©)
¢ (¢)

8 Although, Equation (28) is reminiscent of an identity due to Kotlarski (see Rao (1992), p. 21), it differs substantially in
that it involves the Fourier transforms of conditional expectations rather than probability densities.

7(Q) = (29)




where ¢ (¢) is known from Equation (28). This operation is justified because (i) ¢ (¢) # 0 by assumption,
(ii) multiplication of a generalized function by the ordinary function ((¢ (¢))™"') is allowed, provided that
the ordinary function admits a sufficient number of continuous derivatives, which is the case here, since the
result of this operation, v ({), is a well-defined generalized function, by assumption. Substituting Equation

(28) into Equation (29) yields

¢
7 (C) =&y (Q) exp (—/0 E(Zy%‘zg(g)df) , (30)

which is the second part of Equation (22). Finally, as indicated in Equation (21), g (z*) is simply given by
the inverse Fourier transform of 7 (¢), by definition. ]

Interestingly, while v (¢) is identified for all ¢, ¢ (¢) is only identified for |¢| < (.

4 Semiparametric Estimation

Although ¢ (z*) and X (w) in Model (9) is actually nonparametrically identified, we focus on the case
where ¢ (2*) and X (w) are parametrically specified. Accordingly, we denote the regression function by
g (z*,0), its Fourier transform by 7 (¢, 0) and let 7 (¢, 0) = v (¢,0) /¢, where § € R™¢ is to be determined.
Similarly, the unknown function entering the instrumental equation is written as X (w, ) where o € RN«
is to be determined. Note that the distribution of the disturbance u remains nonparametric, making this a
semiparametric estimation problem. The appeal of this specific case is the possibility of obtaining root n

consistency. The proposed estimator will be based on moment conditions of the form

E{y%}w[w#} =0 (31)
el - (32

where p (z) is the density of z and where the functions r1, (2, 6), ry (2,0), and ryy, (z,6) are known functions
of v (¢, 0) to be subsequently defined.” Note that, in Equation (32), the prefactor 1y (obviously equal to y)
is a mnemonic device, so all the above expectations have the form

e

for g =y, zy, ly.

Clearly, regularity conditions will be needed to ensure that these expectations exist and can be root n
consistently estimated, despite the presence of a division by the potentially vanishing density p(z). Also,
p(z) will need to be nonparametrically estimated, and the resulting estimator falls into the class of GMM
estimator with a plug-in nonparametric first-step estimate (as considered, for instance, by Newey (1994)).
In this section, we will construct the functions ry (z,6) for § = y,zy, ly that will enable the determination

of 0 via Equations (31) and (32).

9Note that the function 714 (2, 0) differs from 7, (2,0) and does not denote the first element of ry (2, 0).

10



4.1 Heuristic treatment of the absolutely integrable case

To provide some intuition regarding the form of the moment conditions, we start by providing suitable
functions ry (2,60) for y = y,zy,ly in the simple case where both g (z*,0) and z*g (z*,0) are absolutely
integrable with respect to x*. We will subsequently relax this assumption. The general idea is to solve
Equations (16) and (17) for v (¢, ), the Fourier transform of the function g (z*,6) of interest.

Multiplying each side of Equation (17) by —ivy (¢, ) yields:

Eay ()7 (C,0) = =17 (C,0) 7 (¢, 0) ¢ (C) - (34)

Note that by the absolute integrability of g (z*,0) and z*g (z*, 0), all quantities are ordinary functions and
multiplication between them is allowed. By Equation (16) the quantity «y ((,6) ¢ (¢) can be identified to

ey (¢) and we obtain:
Exy (C) v (Cv 0) = —i€y (C) ry (Cv 0) . (35)

An interesting feature of Equation (35) is that the characteristic function ¢ (¢) of the error term w has
been entirely removed from the problem and we are left with a single functional equation in one unknown
function v (¢, #). The quantities €4, (¢) and €, () are Fourier transforms of conditional expectations involving
observable variables and it should therefore be possible to estimate them. The functional forms of v (¢, 6)
and 4 (¢, 0) are known from the assumed functional form of g (z*,0), and Equation (35) thus provides a way
to estimate the true value of 0, denoted 6*.

Equation (35) effectively provides us with an infinite number of restrictions, as it must hold for all ¢ € R.
Since g (z*,0) is parametric, we can reduce Equation (35) to a finite system of equations without losing the
information Equation (35) provides regarding . We can thus replace Equation (35) by a finite system of
equations defined by

[ @i @00 dc+ [ @ €00 d =0 (36)

for some vector of weighting functions w (¢) chosen so that basic rank conditions hold in order to avoid
colinearity among the equations. The vector of weighting functions w (¢) is helpful because it simplifies both

the estimation problem and the proof of root n consistency. Next, if we define

Py (<7 0) = iry (_Cv 0) w (_C) ’ (37)
Py (C79) = ’7<—C,9)W<—C) (38)

Equation (36) can be written as
[e@o,(c0dc+ [ ey (© ey (-c.00E =0 (39)

and, by Parseval’s identity, this equality can be expressed as

/E 27y (,0) dz + /E (ey]2] ray (2,8) dz = 0 (40)

11



where 7, (z,0) and 7. (2,0) denote the inverse Fourier transform of p, (¢,0) and p,, (¢,0), respectively.

Now, by multiplying and dividing the integrands by p (z), the density of z, Equation (40) becomes

p[Ea D) 4 g [peys D

which is equivalent to Equation (31), by iterated expectations. Obviously, the vector of weighting functions

=0, (41)

w (¢) has to be chosen so that 7, (z,6) and 74, (2,6) are such that all expectations in Equation (41) exist
and can be root n consistently estimated.

Note that Equation (35) does not actually identify the scale of « ({,6) since multiplying ~ (¢,6) (and
therefore % (¢, #)) by a constant maintains the validity of Equation (35). This is why the additional Equation
(32) is needed. By using the knowledge that ¢ (0) = 1, since a proper distribution must integrate to 1,

Equation (16) evaluated at ¢ = 0 give us an avenue to estimate the scale, since

ey (0) =7(0,0) ¢ (0) =7 (0,6). (42)

Provided!? that « (0,8) # 0, this Equation can be trivially rewritten as

1
Je©50 g =1 (43)

where the delta function 0 (¢) merely extracts the value of €, (¢) at {( = 0. Define 71, (z,0) to be the inverse

Fourier transform of § (¢) m, namely,

1 1

Ty (2,0) = %W (44)

Using Parseval’s identity and performing the same manipulations as before, Equation (43) can then be

written as

B [p 2D - (45)

which is equivalent to Equation (32). Of course, additional regularity conditions will be needed to ensure

that all expectations in Equations (41) and (45) exist and can be root n consistently estimated.

4.2 General case

While the previous section has justified the form of Equations (31) and (32) when absolute integrability
assumptions have been made, it will now be shown that the same basic form of moment conditions apply
more generally with a suitable choice of the functions 71, (2,0), ry (2,6) and ryy (2,6). The main difference
resides in the fact that v (¢, 0) is no longer an ordinary function but a generalized function.

Any tempered distribution can be decomposed as a sum of an ordinary function and a finite linear

combination of derivatives of delta functions 6% (¢) (Lighthill (1962)). Accordingly, we assume the following.

10We make the assumption that v (0,6) # 0 to simplify the discussion at this point. The more general case discussed in the
next section does not require this assumption.
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Assumption 4 «(¢,0) admits the decompositiont

k
V(G 0) =7, (C,0) +21 > 3, (0) (—0)" 6 (¢) (46)

k=0
where v, (C,0) is an ordinary function, k € N , and the v, (0) for k = 0,...,k are 0-dependent scalar
parameters. Without loss of generality, vz (6) # 0.

Since the functional form of g (z*, #) is known, this decomposition can be performed exactly via an analytic
calculation!'? of the Fourier transform of g (2*,6). Equation (46) assumes that all singularities are centered
at ¢ = 0. While it is straightforward to extend our treatment to allow for singularities at other locations,
thus allowing for sines and cosines in the specification, we do not explore this eventuality here. Singularities
in v (¢, 0) located away from the origin are only possible if the tails of g (x*, #) have an oscillating behavior as
|z*| — oco. Model specifications having this property are not commonly used in practical applications. The
benefit of a simplified notation therefore outweighs the slight loss in generality. Clearly, 4 (¢, 0) also admits

a similar decomposition of the form'3

z
(60) =45 (¢,0) +2m Y 7, (0) (1) 64V Q). (47)

k=—1

By Equations (16) and (17), e, () and €4, (¢) admit a similar decomposition

k
e (Q) = eyo(Q)+2my ey (—) M (Q) (48)
k=0
E
0y () = ey (Q) 427 Y euyu (-1 6TV Q). (49)
[—
where €, , (¢) and 4, , (¢) are ordinary functions and e, 4 for k = 0,...,k and and ., 1, for k = —1,..., k are

scalar parameters. We know the maximum order k of the singularities in ey (€) since it has to correspond to
the one of v ({, 0), by Equations (16) and the fact that ¢ (¢) is an ordinary function. By a similar reasoning,
the maximum order of the singularities in €4, ({) corresponds to the one of 7 ({, §) by Equation (17). However,
ey (€) and g4, (¢) are quantities that need to be estimated and achieving the above decomposition with noisy
estimates will require a special treatment. Nevertheless, the existence of such a decomposition makes it, in
principle, possible to rewrite our basic estimating equations in a manner that distinguishes the ordinary and

singular components of each generalized function.

1 The factor (—i)* is included so that the coefficients 4, (6) are real-valued.

12There exist numerous symbolic computational tools which can calculate Fourier transforms that include generalized func-
tions, such as Maple or Mathematica. Alternatively, Table I in Lighthill (1962) provides numerous Fourier transforms.

I3 Note that if 7, (¢, 0) has a step discontinuity at ¢ = 0, dv, (¢,0) /O¢ will contain a delta function. Hence, we define 4, (¢, 0)
to be the ordinary part of 97, ({,0) /0¢ and v_; (¢) contains the magnitude of the step in =, (¢,0). The term v_; (0) ¢ (¢) will
actually never be needed in the estimation procedure we propose.
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Lemma 3 Under Assumption 4, Equations (16) and (17), are equivalent to the following system of equations

e0(Q) = 7(¢,0)6(C)

ieay0(Q) = %,(C,0)0(C)
2, = T,0)
Y, = T.y(0)®

v <¢ ), 220y dw)) (54)

Sy = (gyo0,--- ,ayJ—C)/ (55)

Yoy = (Exy’m o ,Exy),;)/ (56)

and where the elements of the (k+ 1) x (k+ 1) matrices Ty (0) and Ty, (6) are given by

ket . . _

Lyt ko (6) = ( j]>m+j(9)1(k’+3§k) Jor k=0, (57)
k+j7+1 . - . —

Loy jr1 k1 (0) = ( j—]kl )7k+j(9)1(k+3§k’) Jor j,k=0,....k. (58)

and where the functions v, (¢,0) and 7, (¢, 0), and the scalars €y, €zy.k, are defined via Equations (46)
through (49).

This result is shown by substituting Equations (46) through (49) into Equations (16) and (17) and by
equating the coefficients of the singularities of the same order (see Appendix). We can use this result to
devise an estimation procedure that allows for singular (¢, ).

As Equations (50) and (51) involve ordinary functions and have the same form as Equations (16) and
(17), we can follow the derivation presented in Section 4.1. After introducing a vector of weighting functions

w (¢), we can use an equation of the form

/ 0 ()40 (C,O)w (Q)dC =i / ey (O) 70 (C.0)w (C) dC (59)

to obtain a finite system of equations. In order for Equation (59) to be useful, it must be possible to sep-
arate the “ordinary function” component €,, (¢) and ey, (¢) from the quantities ¢, () and €4, (¢) that
are actually observed. Fortunately, there is a simple way to achieve this. Since the location and the order
of the singularities are known from the functional form of v ((,0), it is straightforward to choose weight-
ing functions w (¢) that converge to zero sufficiently fast as { approaches the singularities so that we have
S0 Q)0 (€.0)w () = [ £4.0(€) 4 (G, 0)w () dC amd [ €0y ()7, (6,0)w () dC = [ €1y ()Y, (C.0) 0 (C) G-
More specifically, as |¢| — 0, v, (¢,0) w (¢) must behave as ¢, j > k+ 1 while %, (¢, ) w (¢) must behave as

14 Note that the vector Yzy does not contain the element €44, 1 because it brings to no additional information for the purpose
of identifying 6.
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¢?, j > k+2, where k is as in Equations (48) and (49). These constraints achieve the desired result because
f&“@mﬁg:@ﬂkpuy)mﬁh —0,since k <k +1 <.
=0
Equation (59) thus provides us with moment conditions of the form

st
where the vector ¢, (z,6) denotes the inverse Fourier transform of 4, (¢, 6) w (¢) while ¢, (2,6) denotes the
inverse Fourier transform!® of 7, (¢,0) w (¢). Since p(z) — 0 as |z| — oo, it is essential that w (¢) be chosen
so that g, (z,0) and gay (2,6) decay sufficiently rapidly as |z| — 0 for the expectations in Equation (60) to
exist. As will be discussed in detail in Section 5.3.1, selecting w (¢) to be very smooth will typically achieve
this goal.

Since Equation (60) remains valid after a multiplication of v, (¢,€) by a constant (as both ¢, (z,6) and
Qay (2, 0) are then multiplied by the same constant), an additional equation may be needed to determine the
scale of v, (¢, 8). The knowledge that 1 = ¢ (0) = lim¢_,0&4,6 (€) /7, (¢, 0) provides the necessary information
to obtain the scale of v, ({,6). This constraint can be written in the form of an inner product

Ey (C) o o
/ S S (=1, (61)

for some function w (¢) satisfying the following assumption.

Assumption 5 The exists a function @ (¢) such that (i) [ ¢ ({) @ (¢)d¢ = ¢(0) and (ii) @ (¢) /v, (¢, 0) =
0] (CE’H) as ¢ — 0.

The first condition states that @ (¢) indeed extracts the value of ¢ (¢) = €4, (¢) /7, (¢,0) at ¢ = 0, while
the second ensures that the singularities in €, () have no effect on the results. More primitive conditions
implying the existence of such a @ ({), as well as a method to construct it, will be given in Section 5.3.3. As
before, Equation (61) can be written as an expectation:

EPEQ&Q]:l (62)
p(z
where ¢14 (2, 0) is the inverse Fourier transform of @ (¢) /v, (¢, #). Note that, unlike the absolutely integrable
case, it is not reasonable to take @ (¢) to be a delta function because its inverse Fourier transform is a
constant, which does not decay as z goes to infinity, and therefore cannot compensate for divergence due to
the division by the density p(z). We will describe how to construct a nondegenerate w ({) in a subsequent
section.
In general, Equation (60) (and Equation (62)) do not constrain all the degrees of freedom of 6, indicating

that some (or all'®) of the information needed to identify 6 is actually contained in the singularities in &, (¢)

15Note that even though 7, (¢,0) is an ordinary function, it is possible that lim¢ 0, (¢,0) = oo, in which case w (¢) has to
be chosen to that v, (¢,0)w (¢) remains bounded.

16Tn the extreme case where (¢, 0) is purely singular (i.e. v, (¢,8) = 0), as in the case of polynomials, Equation (60) provides
no information.
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and €4, (€). In this case, Equations (52) and (53) are needed as well. These equations form a linear system

of equations for ® and it is straightforward to solve for ® in each equation to obtain
(Fy (9»_1 2y = (ny (9))_1 Dy (63)

The required inverses exist because the matrices I'y (0) and I'y,, (0) have a triangular structure with nonzero
elements on the diagonal.!” The first element of ® is known to be equal to ¢ (0) = 1 (since a distribution
must integrate to 1), thus providing the scale of the singular part, and Equation (63) can then be cast into

a more informative form:

S, (T, 0)) 'S, = S1(T.6) " (64)
STy 0)'s, = 1, (65)

where S isa 1 X (15 + 1) selection matrix extracting the first element of a (E + 1) dimensional vector while
S_yisakx (k+ 1) selection matrix extracting the k remaining elements of that vector. The matrices Ty (0)
and I'z, () are known from Lemma 3 and the functional form of + (¢, 6).

It is interesting to note the connection between our procedure and the one proposed by Hausman,
Ichimura, Newey, and Powell (1991) for polynomial specifications. The matrices I'y (6) and Ty, (6) entering
the definition of the moment conditions in Lemma 3 have a triangular form and their inversion can therefore
be performed via a recursive calculation. Not surprisingly, these recursion relations are identical to the ones
of Hausman, Ichimura, Newey, and Powell (1991). In the case of a polynomial specification, the elements of
the vectors ¥, and ¥, are directly related to the polynomial coefficients of the regression of y on z and of
the regression of zy on z. However, for a general nonpolynomial specification, a procedure must be devised
to extract these coefficients from ¢, (¢) and e,y (¢), as we will do next.

Recall, from Equations (48) and (49), that the vectors ¥, and X, contain the “magnitudes” ¢, and
€zy,k Of the singularities present in €, (¢) and €4, (¢). We need a way to extract estimates of these magnitudes
from estimates of €, (¢) and &4y (¢), which will be achieved by finding functions v, ; ((,0) and v,y ; (¢, 0)
that have the following property.

Assumption 6 There ezists functions v, j ((,0) and vy ; (¢,0) for j =0,...,k such that,
fi =[O (GO (66)
forg = [ (v 07 de (67)
where 0° denote the true value of 0.

It is fairly simple to find such functions when the ordinary part v, (¢,6) vanishes in a neighborhood

[-n,7n] of the singularities at ( = 0, such as in the case when g (z*,0) is a polynomial. In this case, any

17The determinant of a triangular matrix is equal to the product of the diagonal elements. Due to our convention of indices,
the “diagonal” elements have indices (k+1,1),(k,2),...,(1,k+ 1) instead of the usual (1,1),(2,2),...,(k+1,k+ 1) but
reordering the rows does not change the magnitude of the determinant.
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function v, ; (¢, 6) supported on a set contained in |—n,n[ and behaving as (i) ¢7/ (j127) as ¢ — 0 will
satisfy Equation (66) since '27r f27r5yk )" 6®) () d¢ = eyk 7 |:de CJ} = g, iF (i =k) =
=0

ey,kl (j = k) (and similarly for v, ; (¢,6)). In general, when ¢, , (¢) does not Vanlsh in a neighborhood of the

singularities, v, ; (¢,6) and v,y ; (¢, 6) must be chosen specifically to ensure that the unwanted contributions
of the ordinary parts €, , ({) and €4y, (¢) to the integrals vanish. A procedure to achieve this under primitive

regularity conditions will be given in Section 5.3.2.

4.3 Summary

We can now combine the results derived so far by “stacking” Equations (60), (62), (64) and (65) (with 3,
and X, expressed via Equations (66) and (67), respectively). The resulting system of moment conditions

has the form of Equations (31) and (32) and provides the information needed for the estimation of 6.

Theorem 2 Under Assumptions 4 and 6, if Equation 60 (and (62)) hold for some gy (2,0), quy (2,6) and

qiy (2,0), then the solution 0 to the following system of equations (if it exists and is unique) gives the true

value 0% :
Ty (2,0) . Tzy (2,0) _
Bl et = 0 (6%)
Ty (2,9) _
Pluest] - (©9)
where p(z) denotes the density of z and
ry(20) = (g,(2,0),s,(z0) (70)
Tay (2,0) = () (2,0), 5}, (2,0) (71)
riy (2.0) = (a1 (2,0), 51, (2,6))" (72)
sy(2,0) = S_1(Ty(0)' Vi, (2,0) (73)
Say (2,0) = —S_1 (Tuy (0) ' Vay. (2,60) (74)
s1y(2,0) = S1(Dy(0) "V, (20) (75)
Vy.(2,0) = (V‘%o(z,@), Vi (2 9))
Vay, (2,0) = (Vx%o(z,ﬂ) Vay (z 9))

where V,, ; (z,0) and Vyy ; (2,0) denote the inverse Fourier transform of vy ; (¢,0) (from Equations (66)) and
Vay.j (¢,0) (from Equation (67)), respectively, for j = 0,...,k, where Sy and S_1 are as in Equations (64)
and (65) and where 'y, (0) and Ty, (0) are given by Equation (57) and (58), respectively.

Note that the vectors ¢, (z,0), ¢zy (2,6) may be reduced to an “empty” vector if the Fourier transform

v (¢, 0) has no ordinary function component. Conversely, if v ((,6) is a pure ordinary function, then the
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vectors sy, (z,6) and sz, (2,0) are “empty” and this case reduces to the derivation of Section 4.1. In addition,
the functions qiy (2,6) and siy(2,0), which deal with the scale of the ordinary and the singular parts,
respectively, may not be simultaneously needed. The vector 71, (¢, #) may therefore contain 2 or 1 elements,
depending whether it is possible to change the scale of the ordinary and singular part independently or not.
It may even be “empty” if the model prevents any change in the scale (e.g., as in a logit model).

Obtaining the asymptotic properties of our estimator thus reduces to analyzing the asymptotic properties
of a GMM estimator with a nonparametric first step estimating the density p (z). The estimator defined in
this section relies on a suitable choice of the functions w (¢), @ (¢), f,; (¢) and p,, ; (¢) which determine
the moment functions ry, (2, 6), 74y (2,0) and 71, (2,6). In addition to the constraints on these functions that
we have described in this section, it will be important to check that the resulting moment functions satisfy

the standard regularity conditions of a GMM estimator. This will be the topic of the next section.

5 Asymptotic properties
5.1 Definition of the estimator
The practical implementation of the GMM estimator defined through Equations (68) and (69) requires
the following steps. Let (z;,y;,w;) for j = 1,...,n be a given sample. First, the variable z; needs to
be constructed from the instruments w; (see Equation (8)). To this effect, parameter o in Model (6) is
estimated using standard (nonlinear) least-squares on the specification

zj = X (wj,a) + (Azj + Azy) (76)

where E [(Az + Az;) |w;] = 0 by the assumptions of Model (6). The resulting & is used to define the
variable Z; as

2 =X (w;,d). (77)
The variable Z; estimates the true z; = X (wj,a*), where a* denotes the true value of . Let p (-|a) denote
the density of the quantity X (wj;,«) for a given « and let p (z) = p(z|a*). Next, a nonparametric kernel

density estimate of p (-|&) at point Z; can be obtained from
P(&la) = (nh)™ Y K ((2i—2) /h)

for some kernel'® K (-) and some bandwidth sequence h — 0 as n — oco.

Finally,  is defined as the solution to Q (6, &) = 0, where

O(0,0) = n_lz< xj’y;};wj’ea?)—e)l(;ﬁ(X(wj,oz)a)>7') (78)
Y (@, 0,0,0) = [QTQ(X( 1y)ﬁ§)&firofj’(j§(w a),H)} (79)
e = (0,...,0,1,...,1) (80)

Np—Ng N

8 The kernel K (-) has nothing to do with the reproducing kernel & (-) introduced earlier.

18



where 1 (+) is the indicator function, equal to 1 when the event - occurs and 7 is some trimming threshold
such that 7 — 0 as n — oo designed to keep divisions by zero under control.'? The scalar N, is the dimension
of the range of ri, (2,60) (from Theorem 2) and can therefore be 0, 1, or 2. The true value of 6, denoted 6",
is the solution to @ (6, a*) = 0, where

Ql,a) = E[Q(z,y,w0,a) (81)
o _ Y@paba)
Q (.’E, Yy, w, 97 a) - P (X (UNJ, Oé) |Oé> . (82)

5.2 Asymptotic normality and root n consistency

A few standard regularity conditions are needed to establish the asymptotics of the estimator 6. Some of
the regularity conditions are restrictions on the functions 7y (z,0), for § = y, zy, ly described in the previous
sections. Since these functions are specified by the researcher, we will also provide guidance regarding how

to construct functions that satisfy these restrictions.
Assumption 7 (y;,z;,w;) is an iid sequence of random variables distributed as (y, x,w).

While we make the iid assumption to simplify the exposition, generic results on semiparametric estimators

found in Andrews (1995) could be used to relax it.

Assumption 8 (i) Let C € RN~ be a compact set such that a* = argmingec F [(av - X (w, oz))z} is unique

and lies in the interior of C.

ii) E [supyec X2 (w,a)] < o0 and E [2?] < oo,

(

(iii) X (w, o) is continuous in « for « € C,

(iv) X (w, @) is continuously differentiable in « for a € A, a neighborhood of o*
(v) E {bupaeA HM ‘ ] < 00,

(vi) B [anuaa )axgg,a )] is nonsingular, and

(vii) E {( Haxwa)H } < 00.

Assumption 8 collects all the standard regularity conditions traditionally used to show asymptotic nor-

mality and root n consistency of the first-step estimator & in iid settings.

Assumption 9 There exists a unique 0" in the interior of some compact set © C RN¢ such that Q (6, %) =

0, for Q (6", a*) as in Equation (81).

Assumption 9 is basically implied by the identification results given in the previous section. All that is

added beyond what we have already shown is the assumption of the existence of a compact set © that contains

19The trimming is not introduced to ensure that expectations such as E [yry (2,0) /p (2)] or E [(yry (2,0) /p(2))?] exist but

rather to show that remainder terms are asymptotically negligible. If E [(yry (2,0) /p(2))?], for instance, did not exist, no

trimming scheme would restore the root n consistent estimation of the moment E [yry (z,0) /p (2)].
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only one of the potentially multiple solutions to our equations. This assumption also indirectly imposes that
the choice of the functions ry (z,6%) for § = y, 2y, ly does not inadvertently delete the information that

permits identification.
Assumption 10 The functions ry (z,0) for § =y, zy, ly are real-valued.

The assumption is notationally and practically convenient, although not strictly necessary. It is auto-
matically satisfied when the weighting functions y; (¢) or p,, ; (¢); ftyy ; (€), the elements of w (¢), u,, (¢) and

ty, () are symmetric, e.g. w (¢) = w’ (—¢), where 1 denotes complex conjugation.

Assumption 11 The functions ry (z,0) for § =y, zy, ly are continuously differentiable in 6 for § € © and
all z e R.

Assumption 12 F [\§| SUPyea (P (X (w, ) la)) ™" supgee |7y (X (w, @), Q)H} < oo for g =y,zy,ly.

Assumption 13 F [\m SUPyea (P (X (w, ) la)) ™" supgen |I75,0 (X (w, o) ,0)||} < 00, for some neighbor-
hood N' C © of 0% and where ry ¢ (z,0%) = Ory (2,0) /00" for § =y, zy, 1y.

Assumptions 11, 12 and 13 impose conventional continuity and dominance conditions that imply uniform

convergence in probability of the quantities that define the estimator and its limiting distribution.

Assumption 14 E [y, (z,y,w) ¢y (z,y,w)] ewists, where

[ G-EpE) 2ED + (@7 - Euyl2) )
Yy (Z,9,0) = p(eler) 7 - r1,(3,0%) p(Eler) (83)
(1 — Eylz]) EEE)

where Z = X (0, a*).

Assumption 14 ensures that the asymptotic variance of the estimator exists for o* fixed, which is essential

to obtain root n consistency.

Assumption 15 The matriz

— fE [y‘z] Ty,0 (2,9*)(12 + fE[.’IZy‘Z] Tzy,0 (Zae*) dz

A *
fE[y|Z] T1y,0 (2,0 )dZ

s nonsingular.

Assumption 15 is a rank condition that avoids colinearity in the moment conditions at the true value 6*.
It also imposes that the number of moment constraints is equal to the dimension of 6 (so that A is square).

It is obviously possible to relax this just-identified constraint, but for simplicity, we do not consider this here.

Assumption 16 The kernel function K (z)satisfies (i) [ K (z)dz =1, (i) K (2) = K (—z) (iii) [ K (2) 2/dz =
0forj=1,...,Nxk —1 () [|K ()] 12|V dz < oo for some N € N (v) K (0) < 0o and (vi) dK (2) /dz

exists.
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Assumption 16 defines a standard bias-reducing kernel of order N.
Assumption 17 The Fourier transform of p (z|a), denoted 7o, (€), satisfies supye 4 [ ICIVE |70 (€)] dC < o0

Assumption 17 is slightly stronger than requiring the Ng-th derivative of p (z|«) with respect to z to be
continuous (uniformly in z and «) and is slightly weaker than imposing that the (Ng + 2)-th derivative of
p (z|a) be absolutely integrable uniformly in a. It is used to show uniform convergence in probability of the

kernel density estimate.
Assumption 18 (i) n'/2h?*7% — co (i) n*/?hNer=1 — 0 (iii) 7 — 0 (iv) h — 0 as n — co.

Assumption 18 imposes constraints on the rates at which h and 7 can go to zero as n — oc.
Assumption 19 F [\gﬂ sup,eq (P (X (w, @) |04))71 supgeo lImy (X (w,),0)||1(p(2) < 7)] =0 (n*1/2), for
y=y,zy,ly.

Assumption 19 ensures that the bias introduced by trimming is asymptotically negligible. Following
standard practice (e.g. Hardle and Stoker (1989), Assumption 8), this assumption is stated in a relatively

high-level form.

Assumption 20 Q (0, «) and %Q(G,a) are continuous in « for all a € A, uniformly in 0 for 0 € O,
where Q (0, «) is given by Equation (81).

Assumption 21 F [SupaeA H—aQ(’”’gﬁ”ﬂa*"’)

H < oo where Q (z,y,w, 0", a) is given by Equation (82).

These two last Assumptions ensure that root n consistency of 0 is possible despite the statistical noise

in the first step estimator &.

Theorem 3 Under Assumptions 7 through 19, n'/? (9 —9*) 4, N(O,AflﬂAfl), where A is given in

Assumption 15 and Q = E[¥ (z,y,w) ¥ (x,y,w)], where

oQ (6%, a®) > X (w,a*) 0X (w, )]\ " 0X (W, ")
a e ( { Oa oo’ }) Oa

4 (*%ag,ﬁ/) = 1/)9 (*%a gj,ﬁ/) (i' -X (U~), a*)) (84)

Note that the term subtracted from v, (Z, ¢, w) in Equation (83) is the correction term for the first-step

estimation of a.

5.3 Construction of the moment conditions

Most of the regularity conditions described in the previous section require the existence of moments of the
general form E [wly%} for I = 0,1, where p(z) is some function closely related to the density p (z|a)
while 7 (z) is a function directly related to ry (z,0), 12y (2,6) or 714 (2,6). Since p (z|a) — 0 as |z] — oo, it
is essential that the numerator 7 (z) decays sufficiently rapidly as |z| — oo to ensure the existence of the

expectations stated in the regularity conditions given in the previous section. Since the functions ry (z,6),
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Tzy (2,0) or r1y (2,6) are most naturally constructed from an inverse Fourier transform operation, achieving
sufficiently thin tails may not be entirely obvious. We thus describe a methodology to guide the choice of
the user-specified weighting functions w (C), vy,; (¢,0), Vay,; (¢,8) or w (¢) introduced in Section 4.2, that
enter the definitions of ry (z,0) for y = y, zy, 1y.

While the fact that our estimator involves a choice of various functions may appear unusual at first, the
reader is reminded that such a choice often arises in instrumental variable estimation. Indeed, whenever the
researcher wishes to impose a conditional mean or an independence restriction, an infinite set of moment
conditions would, technically, be needed.? In practice, researchers typically choose a finite set of instru-
ments and perhaps various nonlinear functions of them based on considerations of convenience, sensitivity to
outliers, variance reduction, weak instrument bias, etc. Our choice of the weighting functions is conceptually
analogous to the choice of which nonlinear functions of a given set of instruments are to be used in con-
ventional instrumental variable estimation, when the disturbances are assumed to satisfy conditional mean
restrictions.

In principle, it should be possible to construct weighting functions that are specifically designed to
minimize the asymptotic variance of the estimator. For conciseness, we do not explore this issue in the
present paper, but it would constitute an interesting topic for future work. We limit ourselves to providing
weighting functions enabling root n consistent estimation, although perhaps not efficient estimation. It should
be noted that no other previous work on measurement error models with instruments has considered the
issue of efficiency either (Hausman, Ichimura, Newey, and Powell (1991), Newey (2001), Wang and Hsiao
(2003)).

5.3.1 Choice of w (¢)

The vector of weighting functions w (¢) was introduced in Section 4.2 to handle the ordinary function com-
ponent of v (¢, 0), denoted v, (¢,0). Our goal is to find a w () such that the inverse Fourier transforms of
the functions w ()7, (¢,0) and w (¢) ¥, (¢, 8) are rapidly decaying in z.
The basic idea is to rely on the well-known fact that a function’s rate of decay as its argument goes to
d*a(¢

infinity is governed by the smoothness of its Fourier transform. Formally, if T’“) is absolutely integrable,

2l Lemma 7 in the Appendix refines this

then is inverse Fourier transform s (z) is o (|z|7k) as |z| — oo.
result, providing sufficient conditions for exponentially decaying tails (O (exp (—c \z|k)> for ¢,k € RT).
While we have no control over the smoothness of v (¢, 8), since it is given by the specification of the
model, we can choose the weighting function w (¢) to be as smooth as possible. Moreover, when , (¢, 0)
fails to be smooth at various points, it is possible to pick w (¢) such that it vanishes where v, ({,6) is not
smooth, thus ensuring that the products w (), (¢,0) and w ()4, (¢,0) are smooth, and thus resulting in

functions ry (2, 6) that are rapidly decaying, as desired.

200f course, it is well-known that there exists a finite set of instruments that can achieve the semiparametric efficiency
bound. Nevertheless, each of these optimal instruments is a nonparametric functional of the data generating process, and
infinite dimensional nuisance parameters still cannot be avoided.

21 This result follows from Theorem 17 in Lighthill (1962), after noting that the Fourier transform of (iz)* s (z) is d¥o (¢) /dC*.
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As discussed in Section 4.2, the function w () must also have the property that it “deletes” singularities
in g, (¢) and €4, (¢). For simplicity, we consider the simple case where 7, ({, 0) is continuously differentiable
at ¢ = 0, so that the rates at which w (¢)~, (¢,0) — 0 and w ({) 75, (¢,0) — 0 as { — 0, are the same as the
rate at which w (¢) — 0. The elements w; (¢) of the weighting function vector w ({) can then be selected as

follows. Given the highest order of the singularities k, from Equations (48) and (49), set

w; (¢) = (" exp (-C;¢%) (85)
where the C; are some constants. This choice of w (¢) satisfies two criteria: (i) the w; ({) are very smooth,
making it likely that the E [gry (z,0) /p(2)] (and all the related expectations needed in the regularity con-
ditions of Section 5.2) exist for sufficiently small C; and (ii) each w; (¢) behaves as C’_H'Q as |[¢| — 0, thus
ensuring that singularities up to order k£ + 1 do not contribute to the inner product between gy (¢) and

Yo (¢, 0) w () as well as between e,y (¢) and v, (¢, 0) w (().
5.3.2 Choice of v, ; ((,0) and v, ; ((,0)

The weighting functions v, ; (¢,0), or vy ; (¢,6) were introduced in Section 4.2 to handle the singular terms
in v(¢,0), denoted by 27 Zi:o ;. (0) (=1)" 6™ (¢) in Equation (46). These weighting functions must satisfy
three requirements: (i) they must extract the magnitude of the singularity of order j from ¢, (¢) and &4, (¢),
(ii) they must be insensitive to the ordinary function terms of ¢, (¢) and €4, (¢) and (iii) their inverse Fourier
transforms must be rapidly decaying so that the expectations entering the regularity conditions of Section
5.2 are finite. Let us address each requirement in turn.

First, let us assume that we have at our disposal some families of functions p,, ; (¢) for j =0,..., k and
Hy,j (¢) for j =0,...,k+ 1 that are known to be orthogonal to ¢ (¢). The following theorem then provides
a recipe to form the appropriate linear combination among them so as to obtain functions that extract the

magnitude of each singularity, thus satisfying conditions (i) and (ii) above.

Theorem 4 If there exist functions p, ; (¢) for j = 0,.. .k and Py (C) for j =0,.. .k + 1 satisfying
J 1y (€) ¢ (¢)dC = 0 and if the matrices M, and M,,, whose elements are given by

_ ok [ dE Q) o _

M = 20| (v:év@))L_o for gk =0, (56)
dk — ) _

Mo = 200 [ (S| im0 ki &7
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exist and are both nonsingular, then Assumption 6 holds with v, ; (¢,0) and vgy ; (¢, 8) given by

Proof. We show the result for v, ; (¢,0) only since the proof is similar for v, ; (¢, 6).

Vo (C 9) — Zk: (Mfl) _ Hoy k (C) (88)
e LN ()
) o hl -1 /’ny,k (g)
s (C’ 0) N kZ:O <Mxy )j+1’k ’yo (C7 0) ' (89)

By substituting

Equation (48) into Equation (66), we obtain

where, by assumption,

On the other hand,

P,

/ €y,0 (€) +27r25yk —1i) 6(k)

e ©ras €07

k
fhy 1 (€)
2 06,05 e

P+ P

k=0 1=0
E
_ - Hy 1 (©)
b= ;(My 1)3-1/51;,0 (C)de
E
= > i [0 dc =0
- k é (k) Fy1 (€)
T _3 -1 k Y,
2 k;z:(:)gy’k( 1) ;(My )jl/(s (C) ,YO(<70*)dC
k k "
. ok 1y vk | 4 Hy (€) )]
2 ’czz;)fy,k( 1) ;(My )jl( 1) |:de (’YO(Cye*) o
k k L
- gk [ @5y (O )]
2 kzz(:]fy,k;(My )jl (i) ngk <'70(C79*) o
E k
> eyn d | (M) My
k=0 1=0
E
eykl(J =k) =gy,
k=0

We formulate the hypotheses in terms of orthogonality to ¢ ({) rather than, say, €, ,(¢) and €5y, (¢)

because much more is known regarding the behavior of characteristic functions (such as ¢ (¢)) than regarding

general Fourier transforms. Orthogonality to ¢ (¢) can be expressed in terms of a variety of more primitive

conditions. We consider two alternative cases, namely, (i) the distribution of the disturbance u has compact

support and (ii) the moment generating function of the disturbance u exists at least over an interval.
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In both cases, the following function provides a convenient building block to construct the functions

fy 5 (€) and puy, 5 (C) :

o (¢) = exp (—cos™* (¢m/2)) 1(|¢] < 1). (90)
This function is compactly supported and infinitely many times differentiable (including at || = 1). It is a
refinement over the well-known function exp (— (1-¢ 2)_1) 1(J¢] < 1) that improves the rate of decay of the
inverse Fourier transform of o (¢) to exp (—c|z|) for some ¢ > 0 instead of merely faster than |z| ™" for any
k € N, as shown in Theorem 6 in the Appendix. Note that a similar result holds in the opposite direction,

that is, the Fourier transform of
§(z) =exp (—cos 2 (27/2)) 1 (2| £ 1), (91)

also decays as exp (—c|¢]) for some ¢ > 0.

In the case where the distribution of the disturbance w has compact support S, we consider a family
of functions Uy ; (u) for j = 0,...,k and Uy, ; (u) for j = 0,...,k + 1 whose supports do not overlap S.
Setting py ; (¢) to be the Fourier transform of Uy ; (u) for § = y,zy, Parseval’s identity then implies that
Sy Qo) d¢ = 2 [ Uy, (u) dF (u) = 0, as required by the orthogonality assumption of Theorem 4.

Natural candidates for the functions Uy ; (u) are of the form

Uy, (u) = 5 ((u—uy) /n;)

for some constants w;, n; chosen so that the supports of the Uy ; (u) do not overlap the support of the
distribution of the disturbance u and where §(-) is as defined in Equation (91). On the one hand, the
compact support of §(-) makes is straightforward to ensure that supports of the Uy ; (u) do not overlap
the one of F'(u). On the other hand, the smoothness of 3 (-) ensures that the y,; ; (¢) are rapidly decaying
functions of ¢ so that the ratios p, 1 (¢) /7, (¢,0) and p,,, 1. (C) /¥, (¢, 0) entering the definition of v, ; (¢, 0)
in Theorem 4 do not diverge as || — 0 even if v, (¢,0) — 0 or 4, (¢,0) — 0 as || — .

Under the weaker assumption that the moment generating function of u exists over an interval, functions
By i (¢) for § = y, xy that satisfy the orthogonality assumption of Theorem 4 can also be constructed. The
existence of the moment generating function of the distribution of a disturbance has been previously assumed
in other works on nonlinear measurement error problems (e.g. Hausman, Newey, and Powell (1995)), and
sometimes even stronger constraints are imposed (e.g. Newey (2001) uses assumptions implying that the
nonparametric quantity ¢ (-) belongs to a known compact set). The following theorem proves helpful to

devise suitable functions p, ; ().

Theorem 5 Let A (¢) be (i) infinitely many times differentiable (ii) supported on [—n,n] forn >0, (iii) such
that [A(¢)d¢ =C € R and (iv) [ |\ (¢)]d¢ < co. If the moment generating function of the distribution of u
exists over [—n — e,n + €], then ¢ ({). the characteristic function of u, is such that [ 1 (¢) ¢ (¢)d¢ = C¢(0)
for

dF

©=3 e (¢110). (92)
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Proof. If the moment generating function of the distribution of u exists over an interval [—n — €, 1+ €],
then the characteristic function ¢ (¢) will be analytic in a strip |[Im (| < 1+ € in the complex plane (Lukacs
(1970), Theorem 7.1.1 and Corollary 7.1.1). It follows that the Taylor series of ¢ (0), expanded around some

C € [_77)77];

(0" dR (0
_I;) KUk

is convergent. After multiplying by A (¢) and integrating over ¢, we have

[ reoac- 1552 Sl oL

where the left-hand side is C'¢ (0) since f:]n A(¢) d¢ = C. The integral and summation can be interchanged by
o . . . o | (=0* d’»’¢§(2
Fubini’s Theorem since the Taylor series of ¢ (¢) is absolutely summable for ¢ € [-n,n] (>_,—, |~ | <

Y oreo T’k—),cE {|u|k] = Eexp (n|u])] < E [exp (nu)] + E [exp (—nu)]) and [ |A ()| d¢ < oo by assumption. After
integrating the right-hand side by parts, we obtain

=3 [ 5 (G (@@))eac

or [11(¢) ¢ (¢)d¢ = C¢(0), where
Z LE (e 0).
d¢*

]
A natural candidate for A (¢) in the above theorem is a translated and scaled version of the function??
Co(¢) —2(2¢0) o (2) for some j € N, where o (¢) is defined in Equation (90). Indeed, these functions
are compactly supported,?® infinitely many times differentiable, absolutely integrable and integrate to zero,
implying that C'= 0 and thus that [ x(¢) ¢ (¢) d( = 0 in Theorem 5. Therefore, for any X (¢) of such form,

the resulting function p (¢) can be used as a valid choice of p, ; (¢).
Note that in the particular, but relatively common, case where the moment generating function of u
exists over the whole real line, the function A (¢) does not need to have compact support. In such a case, well
behaved 1, ; (¢) can be easily obtained by selecting A (¢) to be a linear combination of Gaussians multiplied

by a polynomial with coefficients such that [ A (¢)d¢ = 0.

5.3.3 Choice of w (¢)

A weighting function @ (¢) is sometimes needed to extract the scale of v, (¢, #), as described in Assumption 5
in Section 4.2. The most important requirement it must fulfill is [ @ (¢) ¢ (¢) d¢ = ¢ (0). The obvious choice
@ (¢) = 0 (¢) is unfortunately very nonsmooth and does not yield a function ry, (¢, ) that has a sufficiently

22The prefactor ¢7 is included so that the Ky, ; (€) exhibit a variety of behaviors in the neighborhood of the origin for different
J, thus making it likely that the matrices My ji are invertible. Writing X (¢) as a difference between two functions that differ
only by their scale is a simple way to obtain a function integrating to zero.

23 After suitable translation and scaling, their compact supports are contained inside the interval over which the moment
generating function exists.
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thin tail. As in the previous section, we will therefore devise smoother choices of w ({) in two independent
cases (i) when the distribution of w has compact support S and (ii) when the moment generating function
of the distribution of u exists over some interval.

In the case of compact support S, we note that any function W (z) that is equal to 1 over S will be such
that

JwEarw= [arw=o0) (99)

so that setting @ ({) to be the Fourier transform of W (z) satisfies @ (¢) ¢ (¢)d¢ = ¢(0), by Parseval’s
identity. We also need to ensure that w (¢) is such that @ (¢) /v, (¢,0) = O ({E‘H) as ¢ — 0, as stated in
Assumption 5. If (v, (¢, 9))71 is continuous at ¢ = 0, this is equivalent to requiring that w ({) = O (CEH),
which can be achieved by picking a W (z) such that [W (z)2z/dz = 0 for j = 0,...,k, by the moment
theorem.

When the moment generating function of the distribution of u exists over some interval, Theorem 5 with

C =1 and _

__ e ©

IGREIGES

where o (¢) is defined in Equation (90), provides a function p (¢) which can be used as a valid w (¢). Indeed,
the resulting w (¢) satisfies [ @ ({) ¢ (¢)d¢ = ¢(0) and behaves as C’_ﬁl as ¢ — 0, which implies that

w (¢) /v, (¢,0) = O (CE+1)7 if (7, (¢,0))"" is continuous at ¢ = 0. In the special case where the moment

A Q)

generating function of u exists over the whole real line, a natural choice for A ({) is a linear combination of

Gaussians multiplied by a polynomial with coefficients such that [ X (¢)d¢ = 1.

5.4 Computational aspects

The implementation of the estimator is considerably simplified by the fact that all the relatively abstract
operations requiring Fourier transforms involve nonrandom quantities. The end result of these operations is
a vector of nonlinear functions whose expectations are to be evaluated from the observed data.

The first step in the implementation of the estimator is the calculation of the Fourier transform ~ (¢, 9)
of g (z*,0). Symbolic mathematical packages such as Maple and Mathematica are often able to carry out
such transforms automatically, even when the answers involve delta function derivatives. When an analytic
expression for v (¢, #) is not available, the following hybrid analytical and numerical approach can be used.

The idea is to write g (z*,0) as
g9(x*,0) = (g(«",0) =T (z%,0)) + T («",0)

where T (z*,0) represents the asymptotic behavior of g (z*, ) for large |z*| and where (g (x*,0) — T (z*,0))
is absolutely integrable (with respect to «*). If the tail T (z*, 6) follows a simple behavior such as a linear
combination of functions of the form (z*)" (In (2*))*?, then its Fourier transforms © (¢,6) can be found in
standard Fourier transforms Tables (such as Table I in Lighthill (1962)). Typically, © (¢, ) will contain both

a sum of delta function derivatives, which will provide the values of 7, () in Equations (57) and (58), as
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well as an ordinary function part O, (¢, 8). The Fourier transform of the remaining absolutely integrable

contribution (g (z*,0) — T (z*,0)) can then be obtained numerically via

7(C0) —O(C.0)= lim 37 (g(th,6) =T (th,6)) "

b—p t=t
All the ordinary function contributions, v, (¢,0) = 0, ((,0) + v (¢,0) — O ((,0), are then added and their
value over a grid G = {( € R: ( =tb,t = —t*,...,0,...,t*} is stored, while making sure that the grid is

sufficiently fine (b — 0) and extended (t* — o00) to provide an accurate numerical approximation to 7, (¢, 6).

6 Monte Carlo Simulations

We consider three different specifications, namely, a polynomial, a rational fraction and a logit model. In all

cases, the mismeasured regressor x is generated from

r = "+ Ax

Tt = z-—u
with z,u and Az drawn from the following distributions

z ~ N(0,1),
u ~ N(0,1/4), (94)
Az ~ N(0,1/4).

Note that the ratio of the standard deviation of the measurement error Ax to the standard deviation of the
true regressor z* is (1/2) /1/(1 + 1/4) ~ 0.45, so that the measurement error is fairly large. In addition the
R? of the equation z = z —u+ Az is 2/3, indicating that the “strength” of the instrument is of a magnitude
that is fairly typical for applications. The distribution of z is deliberately chosen to be a normal in order
to explore the proposed estimator in a worst-case scenario where the requirements on the rate at which the
4 (z,0) must decay are the most stringent in order to compensate for the division by the thin-tailed density
of z in the moment conditions.

The dependent variable y is generated from
y=g(",0)+ Ay, (95)

where the functional form of g (z*, ) and the distribution of Ay differ for each model.
For the kernel density estimation of the density of z, an infinite order kernel is used, which has the
desirable property that the estimation bias decays faster than any power of the bandwidth h as h — 0. The

specific kernel K (z) used is the inverse Fourier transform of

w0 ([0 [ (&) (R

28



where o (¢) is given by Equation (90). The prefactor ensures that x (0) = 1 and therefore that [ K (z)dz =1,
as should be the case for a valid kernel. It is the fact that  (¢) is constant over [—0.1, 0.1] which makes K (z)
an infinite order kernel. The function « (¢) inherits the smoothness of the function o (¢), thus ensuring that
K (z) is rapidly decaying.

The “optimal” bandwidth parameter h and trimming parameter 7 are chosen so as to minimize the GMM
objective function associated with the proposed estimator evaluated at 8. In our simulation study, this is
achieved by scanning values of A from 0.5 to 1.5 in multiplicative increments of 1.1 and values of 7 from 0.005
to 0.05 in multiplicative increments of 1.5. The GMM objective function for the given level of smoothing
and trimming is then evaluated for 50 replicated samples of 1000 observations and averaged. The “optimal”

bandwidth and trimming parameters are found to be:

h = 0.585

T = 0.026.

The “optimal” values obtained for all three models considered are the same, within the accuracy implied
by the spacings between the consecutive values of h or 7 scanned. This is perhaps not surprising since the
distribution of z to be nonparametrically estimated is common across all the models.

The finite sample properties of the proposed estimator (for the given values of h and 7) are studied by
drawing 5000 samples of 1000 independent observations. As a point of comparison, we also calculate the
standard instrumental variable estimator using 9g (z,0) /06 as a vector of instruments and z as the regressor
in addition to a standard nonlinear least squares estimator using = as the regressor, although both of these
estimators are clearly biased in the presence of measurement error.

Let 6, denote any element of 9, the parameter vector estimated by any one the three estimators, and let
0% denote any element of §*, the true value of the parameter vector. The three estimators are compared on
the basis of their bias

Bias = F [@k} — 05,

their standard deviation 12

Std. Dev. = (E {(ek _E [ék])QD ,

their root mean square error

RMSE — (E [(ék _ 9,’;)2] > v

and their overall root mean square error

st = (we[(5-07) (5-07)])

Note that the last quantity is a convenient summary measure of the overall performance of an estimator.
Although our estimator is based on moment conditions which have zero expectation at the true value of

the parameter vector, it is perfectly normal that it could be biased in a finite sample. First, the moment
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conditions used for estimation are nonlinear in 6, and it is well-known that, in this context, just identified
GMM exhibits a bias of order n~!, where n is sample size (see, for instance, Newey and Smith (2003)).
Second, the implementation of the estimator relies on kernel smoothing and trimming, two techniques which
introduce their own bias. Simulations prove to be a helpful tool to verify that the potential presence of such
biases does not overcome the benefits of the elimination of the measurement error-induced bias.

We now describe the specifics of each simulation.

6.1 Polynomial Model
This model is defined by
g(x*,0) = 01+ 02"+ 065 (:C*)2 + 04 (:E*)3

Ay ~ N(0,1/4)

where

01=1, Os=1, 03=0, 04=—0.5.

The Fourier transform of a polynomial contains no ordinary function component and therefore the weighting
functions w (¢) and @ (¢) do not need to be introduced. The weighting functions v, ; (¢,0) and vy ; (¢, 0)
for j =0,...,k (where k = 3) are chosen to be of the form

oo (=5 (175577) | o

0 = Yo ()
Vﬂf%] (Cvg) ZX(; xy,jl C € p( 2((11)77/2>> (98)

where the constant coefficients a, j; and agy ;; are chosen so that Assumption 6 holds. This is achieved by

MN

Vy,j (Cv 0) =

ET
- O

substituting Equations (97) and (98) into

k X _
%150’9) = 1(j=k) for jk=0,....k (99)
¢
k X _ _
9 vey; (0,0) 1(j+1=Fk) forj=0,...kand k=0,..., k+1 (100)
ack

and by solving for a, j and ay j in the resulting system of linear equations.

Table 1, compares the performance of the proposed estimator relative to IV and OLS. Although the bias
of the proposed estimator is slightly larger than the one of IV for three of the coefficients (01,63 and 64),
the bias of IV for the remaining coefficient (f2) is overwhelmingly large, making the overall performance of
IV poor. This is best illustrated by substituting the expected values?* of the coefficients obtained from each
estimator into the polynomial specification and by overlapping the graph of each resulting polynomial over
the “true” model specification. As seen in Figure la), the proposed estimator is much closer to the true

specification than any of the other estimators. While the reduction in bias achieved with our estimator comes

24That is, their average over the replications.

30



Bias Std. Dev. RMSE

91 92 93 94 91 02 93 04 01 92 93 04 all

present -0.052 -0.066 -0.017  0.053 0.166 0.185 0.239 0.045 0.174 0.197 0.239 0.070 0.362
IV 0.001 0423 0.001 -0.014 0.127 0.301 0.105 0.082 0.127 0.519 0.105 0.083 0.551
OLS 0.000 -0.430 0.001 0.211 0.068 0.129 0.061 0.039 0.068 0.449 0.061 0.215 0.506

Table 1: Simultations results for a polynomial specification.

at the expense of increased standard errors for some coefficients, the overall RMSE (the column labeled by

“all” in Table 1) is still lower for the proposed estimator than for the other two estimators.

6.2 Rational fraction

The second example is a specification of the form

. . 03
g(x*,0) = 01+0x"+ 5
(1+ @)
Ay ~ N(0,1/4)

where

The Fourier transform of g (z*, ) in this case contains both an ordinary and a singular component:
7(C,0) = 6127 (¢) + 02218 (C) + b (1 + [¢) €71, (101)

We clearly need to specify the weighting functions v, ; (¢, 0) and v,y ; (¢,6) in order to obtain the polynomial
coefficients 01 and 0. To this effect, we employ Theorem 4 with 4, ; (¢) and ju,,, ; () obtained from Theorem

5 with
L 1 ¢ Y o L/ 2 \?
AQ) = (i) exp <_§ ((2.1)@2) ) ~ 2(i¢) exp <_§ ((2.1)77/2> ) '

Note that since the distribution of u is a normal, whose moment generating function exists over the whole
real line, we are allowed to select A (¢) to be supported on R.

The ordinary part in Equation (101) depends on a single parameter and, consequently, only the scale of
the ordinary part needs to be determined. As a result, the vector of weighting function w (¢) is not needed

— only w (¢) is. Theorem 5 is then used to obtain w (¢) with

A(Q) = (10)° exp (—% (W)j < ( [ e (—% (m)j d§>_1.

The prefactor (i¢ )3 ensures that the singular parts do not affect the estimation of the ordinary part.

Table 2 summarizes the results of the simulations for the rational fraction model and clearly illustrates
the bias-correcting power of the proposed estimator. While the IV estimator exhibits a fortuitously low bias
on the 6 parameter, it clearly fails to produce unbiased estimates of the coefficient on the nonlinear term

(03). Asisseen in Figure 1b), the proposed estimator provides a nearly unbiased estimate of the height of the
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Figure 1: Graphical representation of the bias of each estimator studied. Note that for the logit model in
¢), the curve for the standard IV estimator excludes the 75% of the replications that do not yield a finite
estimate of #5. The actual performance of IV is therefore far worse than indicated by the graph.
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Bias Std. Dev. RMSE
91 92 03 01 92 93 01 92 93 all
present  0.107  0.117 -0.150 0.146 0.139 0.328 0.181 0.182 0.361 0.443
IV -0.244 0.001 0.704 0.084 0.028 0.191 0.258 0.028 0.729 0.774
OLS 0.338 -0.166 -0.643 0.046 0.022 0.085 0.341 0.167 0.649 0.752

Table 2: Simulation results for the rational fraction specification.

nonlinear component of the specification, unlike IV, which overestimates it, and OLS, which underestimates
it. The proposed estimator has, overall, a bias of only about 10% for this model. Since our estimator typically
exhibits larger standard error than both IV and OLS, it is instructive to verify whether it still comes out
ahead when both bias and variance are taken into account. Indeed, the overall RMSE clearly points towards

the proposed estimator as the best alternative.

6.3 Logit

The logit model can be written as a regression model with the following specification

exp (91 + HQLE*)

9(",0) = 1+ exp (61 + O22*)

(102)

where the disturbance is the form

Ay — 1—g(z*,0) with probability g (z*,0)
y= —g(z*,0) with probability 1 — g (z*,0)

and where we set

The singular part of the Fourier transform of g (z*, 0) given in Equation (102) contains a single delta function
w6 (¢). Since this term does not depend on 6, it provides no information to estimate the model and we
therefore only need to consider the ordinary part. In addition, the scale of the logistic function is entirely
determined by the constraint that a logistic must tends to 1 as * — oo and to 0 as * — —oo (for 62 > 0),
so there is no need to estimate the scale. As a result, logit falls into the class of models where the only

weighting function needed is w (¢). The two elements of w (¢) are chosen to be

2 (0) = (Y P exp (—% (73) ) (103)

for j = 1,2. Note that the prefactor (i¢)’* in Equation (103) is chosen to ensure that ~ (¢,0)w (¢) and
4 (¢,0)w (¢) are well-behaved. Indeed, the ordinary part v, (¢, ) behaves as ¢ ™" as ¢ — 0 (and thus 7, (¢, 6)
behaves as ¢ ) and the above choice of w (¢) guarantees that its product with v, (¢, ) or %, (¢, ) is bounded.

The results shown in Table 3 and the graph of Figure 1c) clearly indicate that the proposed estimator
is nearly unbiased, unlike IV and OLS. Once again, despite its relatively large standard errors relative to

IV and OLS, our estimator still outperforms IV and OLS in terms of overall RMSE (see last column). It

33



Bias Std. Dev. RMSE
01 92 91 92 91 92 all
present  0.002  0.095 0.648 0.685 0.648 0.692 0.948
IV -0.291 1.151 0.242  0.660 0.378 1.326 1.379
OLS 0.329 -1.759 0.104 0.165 0.345 1.767 1.800

Table 3: Simulation results for the logit model.

should also be noted that, for the logit model, the IV estimator using dg (z,0) /00 as instruments exhibits
the undesirable tendency to give a 0 that diverges to infinity about 75% of the time. The results for the IV
estimator given in Table 3 and Figure 1c) are averages over only the replications of that did converge to a

finite value. The actual performance of IV is therefore far worse than reported in the table.

7 Application

Section to be written.

8 Conclusion

This paper addresses two unresolved issues. First, it is shown that instruments indeed permit nonparametric
identification of general nonlinear regression models in the presence of measurement error. Second, when
the regression function is parametrically specified, a root n consistent and asymptotically normal estimator
is provided. The starting point of the proposed approach is a system of two functional equations that relate
conditional expectations of observed variables to the regression function of interest, as first proposed by
Hausman, Ichimura, Newey, and Powell (1991) for polynomial specifications. Both the proof of nonparametric
identification and the construction of the estimator rely on a representation of these functional equations in
terms of Fourier transforms. The proposed estimation procedure takes the form of a generalized method of
moment estimator with plugged-in nonparametric kernel density estimate. As a result, standard techniques
borrowed from the semiparametrics literature could be used to establish its asymptotic properties.

The approach taken in this paper encompasses the approaches of both Wang and Hsiao (2003) and
Hausman, Ichimura, Newey, and Powell (1991). When the regression function satisfies some integrability
assumptions (as in Wang and Hsiao (2003)), all the Fourier transforms entering the definition of the estimator
become ordinary functions and the derivation of Section 4.1 provides the moment conditions needed for
estimation. When the regression function is a polynomial (as in Hausman, Ichimura, Newey, and Powell
(1991)), its Fourier transform is a linear combination of delta function derivatives and Section 4.2 then
provides the moment conditions (in the special case where the Fourier transforms are purely singular).
In addition, the proposed methodology also covers functions that are not absolutely integrable and not

necessarily polynomial.
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A  Proofs

While the following Lemma resembles a well-known result regarding characteristic functions (see Loéve

(1977), following Property 13.1), it generalizes it to apply to Fourier transforms of any absolutely integrable

function.

Lemma 4 If s(z) is absolutely integrable, then its Fourier transform o (¢) is continuous. In particular, if

J 12¥ |s (2)| dz < oo for some k €N, then d*o (¢) /dC* is continuous.

Proof. First note that o; () = [€i%*s(z

0, (0) —0; )] = \ / (6 — ) 5 (2)1(J2] < 5) dz

1(|z| < j)dz is continuous in ¢ for every j:

- ’ / AC+6)2/2 (g(cfs)z/z _ e,i(H)Z/Q) s(2)1(2] < j) dz

IA

/

eu<+£ﬂ/ﬂ|2sh1«C——£)Z/2NIS(Z)llﬂZ\fij)dz

- / 250 (¢ — £) 2/2)| s ()] 1 (J2] < ) d

A

IN

IN

Next, observe that o; (¢) converges to o (¢) uniformly in ¢:

|0 (¢) = a5 (O

—

’/f mz

[le<ist
/Wj 5 (2) 2

0as j— o0.

< /I(C—é)zlls(z)ll(lz\§j>dz
\<—§|j/\s<z>|1<|z| < j)dz

\<—§|j/\s<z>|dz.

) (1= 1(z| < 7)) d=

(1-1(|2| < j))dz

Since o; (¢) is a sequence of continuous functions converging uniformly to o (¢), the limiting function o (¢)

must be continuous. The second assertion then follows from the fact that the Fourier transform of (1z)k s(2)

is d¥o (¢) /dc”.

Definition 4 For some function ¢ ({), let ddc—illq/z ) =
—k—1 .
define #d} €)= jC 4 ddg M/J (€), by recursion.

JSw ()

Lemma 5 If ¢ (C) is k times continuously differentiable at ¢ = 0, then ™ (¢) ¢ (¢) = (=1)* >

=0

(2)

d€ for some arbitrary constant a. Fork > 1,

dE779(0) 5(5)
acF=7 4

Proof. Let v be some test function in 7 as given in Definition 1. By k repeated integration by parts, we

have,

[ (6% @e) s ac= 0t [ (4=
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dk
ar (¢ (O () dc,
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after noting that the boundary terms vanish due to the thin tails of ¥ (¢) and all of its derivatives. Next,

/(5<k> (©6(0)w(Q)d = (—1)k/6<<) (d—kk <¢>(<)¢(C))> d¢

ac
k . .
R B\ & 0(C) dii (¢)
- (-1 /6<<>Z(j) e ac
k

_ k E\ dF- J(;S ) d7 (0

- ;(;) d¢k=i dgﬂ

_ k - kN d* (4)

_ Z(J) e [0 @

<.
I
=)

k .
kN d*7¢(0)
[y ( ) f,g. L50) (¢) | (¢) dc.
o \I1/ d¢
Proof of Lemma 3. Substituting Equations (46) through (49) into Equations (16) and (17), we obtain

(s +2wze x (=DM () = ( (¢, 0) +2wka )€ 6™ <<)>¢(<>

k=0

k=0

k
E0y.0(Q) +2m Y eayi (1) 6HV () = ( (¢, 0) + 27 Z Ty, (60) (1) H 54D <<)> ¢ (¢).
Equating the ordinary functions part of each expression yields

5?!10 (C) = % (Ca 0) ¢ (C)
i€ry0(C) = 7,(C0)0(0),

while equating the singular parts yields

k
Zs k(0P () = Zwkw)(—i)’“é““(oqs(o

gy ()50 () = wk )M () 6 (C).
Y,

k=—1

By Lemma 5, we have

k k k
IEHE RRCEPRIEDS (5) e 039 (@
k=0 7=0
§FH g _ - okl (k1 (k+1—j) )
Z feayk (— (©) Zm (0) (—1) . )9 (0) 6% (¢)
E=—1 k=0 j=0 J
Simple manipulations then give
3 3 2
IEHE RGNS (5)16 <06 08 )
k=0 j=0

Z ic PEFL B () = i 0) (—i)Ft! S (k1 : (k+1—7) )
k=—1 k=0 j=0



k
S e () (¢ =
7=0

€y,j (—i)’

iegy,; (—1)

€y,j (-i)) =

k
D iy (T =

isoimo \J
k+1 K
> (k ;L 1) v (0) (=) T 1 ( <k + 1) %19 (0) 69 (¢)
j=0 k=0
Eook
= Y (§11)n @ G EHe ) 0800
J=—1k=0

j+1

k
> (’; ) 7 (0) (<) 1(G < k) 69 (0)
k k+1 kil (k—j)
- > (M) o i<t o
k=0
= Wit g G+—7)
(j)ww)(—l) 1(j <4 +1) 69 (0)
1=
S+ i+ 0]
( ] )ml(e)(—l) 10 < 1) 6 (0)
(—
(” : l) i1 (6) (—1)7H 60 (0)
=0
k
> (VT @ < E- ) e 0
=0

iegy,; (—1) = Z (‘7 j—l—t 1) Y41 (0) (=11 <5+ 1)Ut (0)
I=—j
k—j
I[+1
B (j LJI > Y50 (0) (1) 61 (0)
=0
Hj+1+1
= S () otk o)
=0
F k41
= Z( ]il )’ykJrj (9)<_l)k+j 1 (k < k_])¢(k) (O) fOI‘j >0
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While the following Lemma may seem familiar, we were not able to find this result at the required level
of generality in the existing literature (Theorem 1 and 3 in Andrews (1995) and Theorem 2.8 in Pagan and
Ullah (1999) come very close, however).

Lemma 6 Under Assumptions 7, 16 and 17

sup sup |p (z|a) — p (z|a)| = O, (n—1/2h—1) +0 (k)
acA zeR

where p(z|a) = (nh) ™" > i1 K (25 — 2) /h) and p(z|) is the density of z = X (w,«) for a given function
X (w, ) of some random vector w. The same result holds with p (z|a) replaced by p(z|a) = (nh)~ Zj 1
K((z—2) /W) 1(z: # 2).

Proof. This proof is based in part on the proof of Theorem 2.8 in Pagan and Ullah (1999). Note that
SUPyeA SUP,er [P (2]a) — p(z|a)| < R+ B, where

R = supsuplp(z|la) — Ep(z|a)]|,
acA zeR

B = supsup|E[p(z|la)] —p(z|a)].
acA zeR

By the convolution Theorem,

n

R = supsup /m (h¢)n~! Z (eiCZj _E [eiCZJ]) ez e

acA zeR i=1
1 n
= Sgﬁigﬁ/ I (RO)] Z (5% = Be*™])| ¢
1 n
_ l z 1024
= 223/'“ he)| ;:1 5 — B []) | d¢

where k (¢) denotes the Fourier transform of K (z). We then have

n

EIR < sw / I (hC)| B n*;(ei%fE[ei%]) dc

9 1/2
< sgg/m(hcn E |t S (69 - B[] ¢
« j:1
= s [ I 0OI (7B (09— B [0]) (e B e ) g
= s n 2 [ O (B[(e B [¢455]) (755 — B o)) ac
acA
<

w122 [ o) de
= w22 [ (oldc

= o(n72n7)
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and R = O, (n~Y/2h~1) by Markov’s inequality.

By the convolution Theorem once again,

B = sup sup
acA zeR

JERICSENT e—i@dc’

where 7, (¢) denotes the Fourier transform of p,|4| (2 |a|) with respect to z. By a Taylor expansion,

N L) o L@ o :
5= f ( B g ' g (O™ [ ma Qe for some (e [0,
_ 1 de’f(g) Ny, —icz
= SIS N g () ma (el

since 450 _ by the Moment Theorem and Assumption 16 (iii). Next,

!
1 dNew ()], N
B < mMr— —= ¢ d
< egrpsmp [IE S0 10 Ima (O1d¢
< ChM
. dVrk(C) . .
for some C' < oo since | S Cy < oo by the Moment Theorem and Assumption 16 (iv) and

[ 1IN 170 (€)] d¢ < oo by Assumption 17.
The second assertion is shown by noting that the difference between p (z) and p () is at most K (0) n-lp-1

which is of an order less than n= /2~ and can therefore be absorbed in the O, (n’l/Qlfl) remainder.

Proof of Theorem 3. Let Q(Z,9,w,0,«), Y (Z,7,0,0,a), Q (0,a) and Q (0, ) be as defined in Section
5.1. We first show consistency of 6. This involves establishing the uniform convergence of Q (0,&) to Q (6, a*)
for § € ©. We first note that & %> a*, by Lemma 2.4 and Theorem 2.1 in Newey and McFadden (1994),
under Assumptions 7 and 8. Hence & € A with probability approaching 1 (hereafter w.p.a.1). We can then

write, w.p.a.l,

sup [Q(0,6) = Q0,07 < sup||Q(0.4) ~Q0.8)| + sup @ (6,4) — Q (0.0
0cO 6cO 0cO
< swsup[Q(0,0) ~ Q0 0)|| +5up [Q(6,4) ~ Q6,0
aceAhecO 6cO

where supyeg [|Q (0, d) — Q (0,0*)|| % 0 by & 2 o and Assumption 20. Next,

sup sup HQ (0,a) = Q (0, a)H <Ra+R;+Rp

where

Ry, = supsup *IZ

xjﬂyj,wjﬂa a) . [Y(a:,y,w,@,a)}
acAhcO wjv ) )

p (X (w,a) )

$jayj7w]a9 O‘)

Ry = supsup *IZ (1(p (X (wj,a) o) 2 7) = 1)

a€AbcO X (wj,a) |@)
_ Y (X .0)0) (X (w0 0) |
fip = swpoupn I;Y(f‘j’yj’wf’a’“)( SR e W7 O ) 160X ) o) 2
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We then have supgeg ||Rall %0 by Assumptions 7, 11 and 12 and Lemma 2.4 in Newey and McFadden
(1994). Next, by Lemma 6, we have

1Y (2,95, w;, 0,0 |, .
Rr < supsupn! 1 (5 (X (w;.a) |a) < 7
! acA0eO Z p(X(wj7a)‘a) | ( ( (] )| ) )‘

IN

-1 1Y (25,5, w;,0, )| ‘ ( e—1/23 -1
Sup sup n E 1 w;i,a)|a) — Cn h <7)‘ w.p.a. 1 fore€]0,1/4
e 0cO p(X(wJ,oz) ( J )| ) ] / [

-1 1Y x]vy]awjvg 2l } ( ( e—1/2y—1
= supsupn E 1 (wj,a)|la) <7 (1+Cn h T))’
aEA 0O : p (X (wj,a) i) fe) /

Y (), y;,w),0, )

< supsupn ! Z | ” I1(p (X (wy,)|a) < 27)| by Assumption 18

acA e (X (wjv a) ‘O‘)

and E[R;] = FE [supaeA SUPgeo W&%W 11(p(z) < 27’)|] = 0(n~1/%) by Assumption 19, thus im-
plying that R; = o, (n_l/ 2), by Markov’s inequality. Next,

Ry < supsupnt DY (a0, (LU0 PO ) )] g

RS b (2) p (X (w5, ) o)
L Ip (X (w;,0) [0) — (X (w;,0) |a)
= e 1”1;“’<xw%w]‘79’a>“( > (X (.0 0) )i
1 HY xj,y]ﬂw]’e a)”
< swplp(z) =P @) 12( )

= (0 (n727Y) O (V) ) 7710, (1)

by Lemma 6, and Lemma 2.4 in Newey and McFadden (1994) under Assumptions 7, 11 and 12. By Assump-
tion 18, n/2h"17=1 — 0 and h¥* — 0 and it follows that Rp > 0.
Having shown that supgce HQ 0,&) —Q (6, a*)

‘ 2, 0, we now establish that this implies?® that 6 con-
verges to 0*. Since Q (9, &) = 0 and supgce HQ 0,&) —Q (6, a) oo @ (@, a*) =

0. Since Q (0, &) is continuous in 8 (because Y (z;,y;,w;,0, o) is), and its convergence to @ (6, *) is uni-

form in 6, @ (0,a") must be continuous in . Combining these two results yields plim,,_, @ (9,a*) =
Q (plimnﬂOO 9, a*) = 0. Since 6§ = 0" is the only solution to @ (f,«*) = 0 by Assumption 9, we conclude

that plim,, .0 = 0"

Having shown consistency, we turn to asymptotic normality and root n consistency. By a standard mean

value expansion of the first-order conditions Q (9, d) = 0 around 6™ and the usual manipulations,

/2 (0-0) = - <—6Q (0.0) ) e, a), (104)

for some mean value 6. Following the same steps as used above to show uniform convergence in probability
6Q(9 &) 9Q(0,0%) Q(0,a*)
a6’ 06’

of Q (0, &), we can show that SUPge H

is continuous in 6, by simply

25 This would be obvious if 6 were defined as the maximizer of a random function. Here 0 is the solution to a set of equations
and the usual consistency result (e.g. Theorem 2.1 in Newey and McFadden (1994)) does not directly apply.
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replacing Assumption 12 by Assumption 13. Since 8 % 6* it follows that & 2 #* and that a@(;;,/a ) 2

%;;a*), thus implying that

9Q(0.4) » 9Q (0", a")
00’ 00’ '
NeXta we letY; = Y(mjayjawjvg*aa*), Zj = X (wjaa*),f)(zj) :ﬁ(X (wjﬂa*) |Oé*),p(2j) :p(X (’U.)j,Oé*) |Oé*),

(105)

fj =1(p(zj) > 1), I; =1(p(z;) > 7) and decompose the term n/2Q (*, &) in Equation 104 as
n'/2Q (0%,&) = N + No + Rr1 + Rra + Rys + R + Ry + Rp + Ruec

where the asymptotically normal terms are given by

N = n—l/Qin_E[YﬂZj]
= ()

No = n'2(Q(0%,4) - Q (0, a"))

while the remainder terms associated with trimming are

RT1 = n71/2z 2) (f_17[]>
J

=P
Y.
Rry = n1/2E{ ! 1—1-}
T2 p(zj) ( J)
n
- (Y; — E[Y;lz])
Rrs = n~'/? — 2 2 (I; - 1)
; p (%) !
the remainder from the linearization is given by
Ry =n~/? J p(z;)—pl(z 2
L j:1p(zj)p2(z>( ( J) (])) J

the “U-statistic” term is

Ry = _n71/2i < K ) (P (25) = E[p(25)|2]) I; — (%Ij -F { Yj' Ij])) ’

j=1

the “bias” term is

and the “stochastic equicontinuity” remainder term is

Riyee = nt/? ((Q 0*,a) - Q (9*,@)) - (

&
—~
Y
*
Q
*
~
\
Q
—~
>
*
Q
*
~—
N———
N————
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We consider each remainder in turn.

Boil < oY L1 (5) 2 7) - () = 7)

n

Y|
< pol/? Y 5(2;) > T) — N >
< n jzlp(zj)—Cne—lﬂh—l 1(p(z) >7)—1(p(2j) > 7)| w.p.a. 1foreec]0,1/4]
< n/? Y ‘Yj| 1(p(z) >71)—1(p(25) > 7)| wp.a. 1
Zp(z) = %Cﬂe_lmh_l
S ) F -~ NI T P BT B!
| == =)
n Y
= o(l)nl/sz% [1(p(z) >Tand p(z;) <7)—1(p(z;) >7and p(z;) <7)|
j=17"
Y n :
= o(l)n 12 M1(113 (zj) >7Tand p(z;) <71)+o0(1) n=1/? M1(p(zj) > 7 and p(z;) <T)
= () ()
e Yl S Y
< o(l)nY/? |—]1102'4<T+01nl/2 — L 1(plz)<T
< o(1) —1/2 Y bel 1(p(z])<7)+0(1)n*1/22n: bel 1(10(zj)<7'—0n6 1/2p, 1) w.p.a. 1
« p(z)) = ()
where
g lne S Bl <o =n28 [ ki) < 0] <o)
i (25) p (%)
—1/2 — [Yj] e—1/27—1 _ o 1/2 Y| ‘  ve—1/2p -1
E ;p(z])l(p(zj)<7 Cn h )] n'°E p(zj)l(p(zj)<7' Cn h )
_ 12 [ Y] 17211
n E_p(zj)l(p(zj)<7'(l Cn h /T))

_ nl/ZE_ j 1(p(zj)<7(1—0(1)))}

Y|
— n'/?E ¥ 1(p(z <T:|:01
and by Markov’s inequality Rp1 = o (1). Next,
Y51
|Rrs| < n'?E [—|I'—1
p(z) |
Y|
= 1/QE[|J1pz <T:|
p(zj) ( (J)— )
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and

Y, — E[Y;|2
(Rl = B |2y B P gy
= )
< n'%2E {M |Ij1}
p (%)

= n'? (n_1/2> =o0(1)

implying that |Rp3| = 0, (1) as well by the Markov inequality. The linearization remainder is then

|Rr| = ”_I/ZZm(ﬁ(zj)—p(zj))QIj

IN
3\

"

~

)
(= 1

<5
o=
(S
—~
kﬁi\z
~

\
hS
—~
R
~
o
Nl

IA
3
L
~
[ )
E
=,
g.N
=
Mi\z
T
Nenl

1Y

IN
3\
—
~
%)
[
—~
3
I
Q
3
—
~
N
T
—
~—
3
hS]
0
~—
S
k)i\z
S~—"
=
R
T
Nl

IA
| o
3\
=
[\
=
=,
<
|
=
)
T

IA
[\
Q
3
>=
no
=
DN
L
M
=T
=

IA
[N
{
S
N =
>
o
=
no
/
3
L
ANgE
@w_
—~ <
|
~
—
~
[V}

2Cn~th=2
= TnlﬂOp (1)

= o (n_l/Q) n*'20, (1)

= op(1)

45



The “U-statistic” term can be written as

—Ry = n_1/2Z(n—1)71><
j=1

5> (et =) B e ) b = (S50 - 2 ] )
- nl/an:(n D7 x

X%((%};(Jiﬂ+2p};éz))(Kh(zl %) = Bl (= 2) 5)) (Ep[}(zl?]jz_E{pzi)LD)
= 2 ()7 S U, ()

U (45035). 02 20) = (s + gy ) (i G = 29) = E L (s = ) )= (St - | s )

2p% (2;) 20 (% p(2) (2
Using the “U-statistic” projection Theorem (e.g. Lemma 3.1 in Powell, Stock, and Stoker (1989)), standard

but tedious manipulations show that Ry = op, (1) under Assumptions 16 and 18. Finally, the bias term is

Ry| < *WZ 'Y' — Bl 2,
< *WZ 'Y' — Bl () |5l
< *WZ 'Y' ~ Ep(z)12]
< 71 *1/22 bl 2L ChNE by Lemma 6

24 p(z)

= 1120, (1) BN

and |Rp| = O, (n*/2hNer=1) = 0, (1) since n'/2hNe7=1 — 0 by Assumption 18.
To bound the Rge. term, let S; (¢) be continuously differentiable in ¢ for all 7 # 0 and such that (i)
1t>7)=0&5;(t) =0 (i) 1(t>7) =1 Sor (t) =1 (ili) 0 < S; (t) < 1. (iv) sup,ep |dS- (¢) /dt] =

O (7). We then decompose Q (6%, a) as
Q (0", @) = Qs (0",a) + Rs (a)

where Qg (0", ) is continuous in o while Rg (a) may not be and are given by

Qs(00) = nt Y B s (5 (X (13,0 )
j=1 7
Re() = 0ot 30 I Ea) (1 (X (wy,0) ) 2 7) - S0 (5 (X (1w5,0) ).
j=1 7
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The remainder Rg () satisfies sup,¢ 4 | Rs (@)|| = 0, (/) since

HY acj,yj,'w],e ll
X (w;.a) |a) —n 2h

SUEHRS( )< SUP" ! Z 1(p(X (wj,a)|a) <27)=o0p (n_1/2)
ac

By Assumption 19 and the same arguments as used for Rr;. We can then write Ry as
Ree = n2((Q07,6) - Q(0°,)) - (Q(07,0") ~ Q(07,a")))
= 22 ((Qs(0%.4) - Q07.4)) — (s (67,0") ~ Q(6,0)) ) + 0, (1)
— (6@ (0a) 9Q (6*,@)) n'/2 (& —a*) + o, (1) (106)

oo’ Oa

for some mean value &. We then decompose %QS (0", ) as

(9*,a) =D+ Dy + Rps

where

n )
_ Ty(xavaaea ~
D, = n“Z(a X (o2 ) (5 (X (wj,0) |a))

—\ (X (wj,

<.

= —p1/2 (Y wi.0.0) 0 wj,a) | h (X (w), ) |a
D, > (e g X ) )) 8 (X (13,0 )
— n71/2 - Y (xjvyjawj,07a> 65"r (ﬁ (X (U)j,Oé) |Oé>)
Bps Z: »(X (w;,a) |a) da '

j=1

The Rpg term is negligible, since

—1/22 :cj,yj,wj,Ga)aS (6 (X (wj,a) o))

X (wj, @) ) da!

n71/2 Z HY mjvyj’wjvova)” 95; (ﬁ (X (wj’a) |0‘))

<
N ; T 0o/
Jj=1

e Y (4, y5,w5,0,0) |
< 1/2 H JrJjs Vi Y 1 X )
< n g > Cr1(p(X (wj, @) |a) > 7)
= Cn 'Y (25,5,w5,0,0) [ 1 (0 (X (w), ) o) > 7)

j—l
= Cnfl/QZ “Y x],yj,wj,Q a)”p(X (wj, ) |a) 1 (p(X (wy, @) |o) > 7)
X (wj, a)|a)
1/2, -1 1Y (24,5, w;,0,0)] . . .

< Cn Z 1(p(X (wj,a) |a) > 7) since p(z|a) is bounded by Assumption 17

p(X (wj,a) |@)

= n1/20p (n*1/2> = 0p (1) by Markov’s inequality and Assumption 19.

Now, the terms Dy and Dy can be handled through the same techniques as the ones used to show uniform

convergence of Q (0, ) after noting that trimming by S, (p (X (wj, @) |v)) is asymptotically equivalent to
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trimming by 1 (p (X (w;, @) |o) > 7). Under Assumption 21, and by using an expansion of the form

B O/ Jf s Yj, W5 ’9 Oé) N
D, = 1/22 8 jw;, )j|a) Sr (p(X (wj,a) |a)) +

ey %waj,wj,@,a) (5 (X (w;.0) |0) ~ p(X (wj,0)|0)) (-
—n Y 9a J J wi, o) |
; o Sr (p (X (wj, @) ]a))

X (wj, ) o) P (X (wj, @) o)
_ 1 %yg’wgva a) (,_ (X (wj,a)|a) = p (X (w, @) |a))
b2 Z X (wj, @) |a) (1 P (X (w;,a) |a) ) ‘

527 (X (wgwa) @) + (528 (X (w), @) o) — FZp (X (wj, @) @)
P (X (wj, @) |a)

Y(I; Yj,Wj, 0, p Y (.’If',@;',ﬂ}‘,@,(){) 3p(X (U},Oé)‘(!) : :
it e W % Dol = IFI 0 ) N
1T can b bhO n that D] E |: (x(wj’ )‘ ) :| and ng E |: pz(J)((ij7Jj)| j) ) J, j| unlformly m «

for a € A. (The convergence rate of %p (X (wj,a) |a) — %p (X (wj, @) |) is obtained as in the proof of

X

Lemma 6, with Ny replaced by Ny — 1.) This implies, by Assumption 20, that

(a@ (0",0)  9Q (9*,a)> 2,

sup
acA

oo’ oo’
and by Equation (106) and the fact that & — a* = O, (n~%/2), we have that Reec = o, (1).
Having bounded all remainder terms, we note that the N term clearly satisfies
N = TL_l/2 Zwo (xja yj,UJ>
j=1
where E [1y (x5, y;,w) tby (25,95, w)] is finite under Assumption 14.
By a mean-value expansion, the N, term is equal to
aQ (6™, &
Q ( 5 Oé) nl/? &

N, =
I5)e% (

— ")

for some mean value a. Since & 2> a* and therefore @ 2> o*, Assumption 20 implies that 2 (a a) P, 8Qéeoj, 2N

By standard results (such as Theorem 3.1 in Newey and McFadden (1994)), Assumptions 7 and 8 imply
that the first-step estimate & is a root n consistent estimator of a* with influence function equal to

W, (& @) = — (E [aX (;; o) aXéZ;a*)Dl OX (@, )

and such that E [¢,, (Z,0) ), (Z, )] exists. Hence, we can write

o2 (- X (@,07)

_ ", 0Q (0%, «
N.=n 1/22%% (z;,w;).

Jj=1

We have just established that

A - oQ (0"
n'?Q (0%, a) =n"12 Y (1/19 (@5, y5, wi) + %% (xj,wj)> +0p (1)
i=1

and by the finiteness of E [¢g (z},y;,w;) vy (z,y;,w;)] and E [¢, (2, @) ¢, (Z,0)], the Cauchy-Schwartz
inequality, Assumptions 7 and the Lindeberg-Levy Central Limit Theorem, this sum is asymptotically nor-

mal. By Equations (104), (105) and the Slutzky Theorem, the conclusion of the Theorem follows. ]
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Lemma 7 Let o (¢) be the Fourier transform of s (z). For o € RT and v € N, if

>

Ao
a¢t

‘d(<oo

then, for some C' > 0,
s (2)| < Cexp (—alz]").

Proof. Let T (z) = exp(az?). Since the radius of convergence of the Taylor series of the exponential

function is infinite, we can also write T'(z) = >~ % 22 for all z € R. Let © denote the linear operator

defined b,
enne y [ee] a 'ytd,yt (C)
:Z?T'

Since the Fourier transform of 2's (z) is (—i)* dc(‘ ) the Fourier transform of T (z)s(z) is Oo (). We can

then write, for z > 0,

1

ls(2)] = |T(z)|lT(Z)S(2)|

- o ’/ @““)e_iczdg‘

1
<
* 7 /\@a<<>|d<
t vt t
Do
: o)
|T I b t' dC7
do
<
- |T(Z Z t! / ¢ ‘
_ C
T (2)]
= Cexp(—alz|").
with C' =32, ‘;—,t i dj;g(p ’ d¢ < oo. For z < 0, we can similarly write
5] T (~2) s (2)
5(z2))] = ——1|T(~2)s(z
T (—=)|

riljwone
ey [ 18e @l

|T<\z|>| = Cexp(—alsl).

IN

IN

Theorem 6 The inverse Fourier transform s (¢) of the function o (¢) = exp (—cos™2(¢)) 1(|¢| < m/2) is
such that |s (z)| < Cexp (—a|z|) for a € [0,1/3] and some positive C' < 0.
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Proof. The proof consists of verifying that o ({) satisfies the hypothesis of Lemma 7. The ¢t-th derivative of

exp (—cos™2 (¢)) consists of a sum of at most 3* terms of the form
Cexp (—cos™?(¢)) cos™? (¢) sin? (¢) (107)

where ¢ > 0, 0 < p < 2¢t, and |[C] < 1+¢. Since p < 2t, |sin ()| < 1 and X?exp (—X) < t'exp (—t) for all
X € RT and all t € N, we have

’exp (— cos 2 (C)) cos™ P (¢) sin? (C)’
exp (— cos™? (¢)) cos™** (¢)

< tlexp(—t).

IN

Consequently, for some C' > 0,

o0 at
ey

dt"gf)‘dg < 0> 3 (1420t exp ()
dq =

- tt —t
< CZozt (3+61)t$() for any €1 > 0
t!
t=0
< CZ((B—i—sg)a)t, for any o > 0
t=0
which converges if o < 1/3, choosing g3 < 1/a — 3. |
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