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Abstract

Using dynamic panel data techniques and several data sets, we provide new evidence on the effects of openness and institutions on financial development.  Our findings suggest that openness and institutions are potentially very important factors for different aspects of financial development.  They do not however provide much support to the simultaneous openness hypothesis of Rajan and Zingales (2003), suggesting that a more nuanced openness or political economy story may be required to explain the variation of financial development across countries and over time.  
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1.0 Introduction

It is now widely accepted that financial development constitutes a potentially important mechanism for long run growth (Levine, 2003; Demetriades and Andrianova 2004; Goodhart, 2004).  The frontier of the literature in this field is, therefore, shifting towards providing answers to the question of why some countries are more financially developed than others. Three influential hypotheses have emerged in recent literature, namely the endowment hypothesis, the law and finance hypothesis and the political economy hypothesis. The endowment hypothesis, which acknowledges the importance of strong institutions for financial development, argues that institutional quality varies across countries because of varying initial endowments. Specifically, it suggests that the disease environment encountered by colonising powers in past centuries – proxied in empirical studies by settler mortality - was a major retarding factor for the establishment of institutions that would promote long run prosperity (Acemoglu et al, 2001).  The law and finance hypothesis puts forward the idea that common law based systems, originating from English law, are better suited than civil law based systems for the development of capital markets.  This is because English law evolved to protect private property from the crown while French law was developed with the aim of addressing corruption of the judiciary and enhancing the powers of the state.  Over time this meant that English law protected small investors a lot better than French law, which is conducive to the development of capital markets (La Porta et al, 1997).
  The third hypothesis, as formulated by Rajan and Zingales (2003), postulates that interest groups, specifically industrial and financial incumbents, frequently stand to lose from financial development, because it usually breeds competition, which erodes their rents.  They argue that incumbent’s opposition will be weaker when an economy is open to both trade and capital financial flows, hence the simultaneous opening of both the trade and capital accounts holds the key to successful financial development.  This is not only because trade and financial openness limit the ability of incumbents to block the development of financial markets but also because the new opportunities created by openness may generate sufficient profits to overcome the loss of rents emanating from increased competition. 

The first two hypotheses, by emphasising historical factors that are time invariant can, at best, only explain some of the cross-country variation in financial development.
 The third hypothesis could go some way in explaining both the cross-country and the time series variation in financial development, since political economy factors are not only different across countries but may also change over time, even though such changes are likely to be infrequent.  It also has modern day policy implications, in that it calls for simultaneous liberalisation of both the trade and capital accounts.
   
The importance of understanding the factors behind the time series variation in financial development, alongside those that shape the cross-country variation, cannot be overemphasised.  Consider, for example, the case of South Korea, a well known success story in terms of financial and economic development.  During 1960-2004, South Korea's ratio of private credit to GDP rose from 12.29 (per cent of GDP) to 98.21 (per cent of GDP), representing an eight-fold increase in one of the most important indicators of financial development in less than half a century.
   This massive leap forward constitutes a significant closing of the gap between South Korea and the 15 high income OECD countries, whose private credit to GDP ratio climbed from 66 per cent of GDP in 1960 to 185 per cent of GDP in 2004.  Thus, South Korea's credit to GDP ratio rose from 18% of the average of the world leaders in 1960 to 53% by 2004.
 While it may be argued that Korea’s spectacular financial development is exceptional, examining the norm suggests that the time series variation in financial development over the same period has been substantial worldwide: the worldwide average of private credit to GDP increased by 54% during the same period.  This figure masks wide regional variation from 435% in South Asia to 165% in North Africa-Middle East and 37% in the Latin American-Caribbean region.

While it is highly plausible – indeed almost tautological - that political economy factors have a decisive influence in shaping policies and institutions that affect the development of financial markets, providing empirical evidence that tests this hypothesis directly is not straightforward.  For a start, appropriate political economy measures of the interests and power of ruling elites are not directly observable. Observable political variables, such political system or political orientation, are unlikely to capture the intrigues that help to shape policies and institutions that affect financial development.
  Thus, the best that can be established empirically is whether the evidence is consistent with the economic implications of the political economy hypothesis.  To this end, this paper tests the following two, complementary, hypotheses: 

I. (a) Do trade and financial openness matter for financial development? (b) To what extent is the simultaneous opening of both trade and capital accounts necessary for financial development? Put differently, is trade (financial) openness without financial (trade) openness conducive to financial development? 
II. Does institutional quality have a positive influence on financial development over and above the effects of openness?
The first hypothesis is a two part reformulation of the Rajan-Zingales hypothesis (henceforth RZ).  The first part is a basic test of RZ: if either trade or financial openness is not a statistically significant determinant of financial development, RZ can be rejected outright. The second part is a test of the simultaneity aspect of the RZ hypothesis, which is of course a much stronger requirement.  Importantly, RZ stipulates that trade openness without financial openness may result in greater financial repression of new firms as well as loan subsidies, so that industrial incumbents have sufficient cheap finance to face competition.  It also suggests that financial openness alone will allow the largest domestic firms to tap foreign funds – which they may not need – but will not allow small or potential domestic firms access to funds.  The domestic financial sector may see its profits threatened since industrial incumbents have access to international finance and may therefore push for liberalising access. However, it will face opposition by industrial incumbents who will continue to oppose financial development in order to prevent competition.  Thus, “…cross border capital flows alone are unlikely to convince both our interest groups to push for financial development.”(Rajan and Zingales 2003, p.22).  Hypothesis I (a) may therefore be thought as a necessary condition for RZ to be true while I (b) could be interpreted, albeit somewhat stringently given the language used by RZ, as a sufficient condition.

The second hypothesis, while not inconsistent with RZ, may also reflect wider considerations.
 For example, if good institutions and appropriate policies are important for financial development (and economic growth) it does not necessarily follow that incumbents have a decisive influence on whether such institutions/policies are adopted.  The political economy factors at play may reflect much wider considerations than the interests of industrial and financial incumbents.  For example, they may include the ability of the Breton Woods institutions to instigate institutional reform or introduce policy reform. Importantly, they may also reflect the political desire of a country to be admitted in ‘clubs’ like the OECD or the European Union.
  Arestis and Demetriades (1997), for example, emphasise the importance of institutions in their discussion of the differences between finance-growth causal patterns across countries. The argument is developed further in Demetriades and Andrianova (2004), who argue that the strength of institutions, such as financial regulation and the rule of law, may determine the success or failure of financial reforms.  Thus, institutional quality may have an independent influence on financial development, alongside trade and financial openness. 
The empirical evidence on the influence of either openness or institutions, or indeed both, on financial development remains thin. The sample of countries and the period used by Rajan and Zingales was dictated their desire to explain reversals in financial development thorough a historical perspective, covering the period 1913-1999. Unfortunately, notwithstanding the importance and contribution of their empirical exercise, their cross-country snapshots at specific points in time do not utilise the time dimension to explain the variation of financial development over time.  Other authors have examined related questions
 but have not examined the openness hypothesis directly.
 
The paper is organised as follows. Section 2 explains the empirical model and econometric methodology. Section 3 explains the data employed in the analysis and Section 4 reports and discusses the econometric results. Finally, Section 5 summarises and concludes. 


2. The Empirical Model 
We specify the following log-linear equation for financial development: 
ln FDit = (0i + ( ln FDit-1 + (1 ln Yit + (2ln TOit + (3 ln FO it + (4 ln INSit + (it
(1)

where FD is an indicator of financial development, Y is income, which acts as a control variable for the demand for financial services, TO is trade openness, FO is financial openness and INS is institutional quality.  A lagged dependent variable is included on the RHS to allow partial adjustment of the dependent variable to its long run equilibrium values.  Thus, all the beta coefficients represent short-run effects; the long-run effects can be derived by dividing each of the betas by 1- (. 
Equation (1) enables us to test directly the first and second hypotheses mentioned in the introduction. Starting from the second, if (4i is positive and significant then improvements in institutional quality will influence financial development directly, over and above the effects of openness. Hypothesis I (a) requires both (2i and (3i to be positive and significant. If both these coefficients are significant and positive, then a simultaneous opening of the trade and capital accounts will have positive effects on financial development.  Moreover, it will have greater effects on financial development than the opening of either the trade or the capital account on their own. If, on the other hand, (2i is positive but (3i is zero, then financial development can occur without simultaneous opening of both the trade and capital accounts, simply through greater trade openness. The same holds if (3i is positive and (2i is zero. Thus, RZ requires both coefficients to be positive and significant. This is only a necessary but not a sufficient condition for the hypothesis to hold. Even if both coefficients are positive and significant, financial development can still occur without simultaneous opening of the trade and capital accounts.  Simultaneous opening of both will, however, have larger effects on financial development than opening of either on its own.  
Testing Hypothesis I (b) – the simultaneity hypothesis - requires a somewhat stronger test.  This can be conducted if trade and capital account openness are interacted and the interaction term is entered separately in the regression. The resulting specification is as follows:

ln FDit = (0i + ( ln FDit-1 + (1 ln Yit + (2 ln TOit + (3 ln FO it + (4 ln INSit + (5 {ln FOxlnTO}it + (it
(2)

In this case, the (short-run) effects of trade and financial openness depend on the extent of capital and trade openness, respectively, as shown by the partial derivatives of financial development with respect to each of the openness variables:
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One possible manifestation of the simultaneity hypothesis is as follows: (2 and (3 small positive or zero and (5 positive and large, so that the marginal effects of trade openness are increasing in the degree of financial openness and vice versa.  Strictly speaking, hypothesis I (b) requires the second cross partial derivative, given by (5, to be positive. An alternative – even stronger - manifestation of the simultaneity hypothesis is for (2 and (3 to be negative and (5 positive and large, so that greater trade openness may result in lower financial development, unless the capital account is very open, so that the second term outweighs the first one. These requirements may, however, be too strict an interpretation of RZ, given the somewhat loose formulation put forward by Rajan and Zingales.  

3.  Data and Methods
We utilise two different data sets to estimate the models, reflecting the availability of the two measures of financial openness.  The first measure of financial openness is gross private capital flows as a proportion of GDP, which is obtained from World Development Indicators and is collected for 44 developing countries from 1980-2003. The second measure is the financial liberalisation measure constructed by Abiad and Mody (2005), which is available annually for a group of 34 (developed and developing) countries for the period 1980-1996. 
Two sets of financial development indicators are employed. The first set consists of contains three banking sector development indicators, namely liquid liabilities, private credit and domestic credit provided by the banking sector (all as % of GDP).  The second set comprises three capital market development indicators, namely stock market capitalisation (% of GDP), total share value traded (% of market capitalisation) and number of companies listed (% of population in million).
 The sources are the World Development Indicators and Beck et al. (2003b).  Clearly, each of these indicators captures a different aspect of financial development and has its own strengths and weaknesses.  Among the banking indicators, private credit is probably the most relevant to measure opportunities for new firms, or as Rajan and Zingales put it “the ease with which any entrepreneur or company with a sound project can obtain finance” (p. 9). Liquid liabilities measures the ability of banks to mobilise funds or the size of the banking system relative to the economy, but the funds are not always used to finance new entrepreneurs, so this is not as good an indicator of financial development in the RZ sense. Domestic credit comprises private credit as well as credit to government, thus it is probably the least well suited to capture financial development in the RZ sense.  Among the stock market indicators, the number of companies listed is probably the one that is closest to the RZ hypothesis, in that it reflects the degree of access to the capital market by new companies. Stock market capitalisation, which reflects the total value of companies, fluctuates with stock market price fluctuations, which frequently have little to do with opportunities for new firms.  Finally, stock share value traded - as we define it here – is not subject to fluctuations in stock prices, which is an advantage over stock market capitalisation and is therefore likely to reflect the ease with which investors are able to liquidate their assets – an indicator of confidence in the stock market.  However, stock market liquidity, measures opportunities for new firms only indirectly, in that when the market is liquid more finance is likely to be forthcoming.  It is also more susceptible to measurement error due to different international definitions of stock market transactions.     
The first data set consists of a panel of observations for a group of 44 developing countries for the period 1980– 2003. Annual data on real GDP per capita, converted to US dollars based on 2000 constant prices, is also from the World Development Indicators. Trade openness is measured by the ratio of total trade to GDP, also from World Development Indicators. Institutional quality data is from the International Country Risk Guide (ICRG) – a monthly publication of Political Risk Services (PRS). Following Knack and Keefer (1995), five PRS indicators are used to measure the overall institutional environment, namely: (i) Corruption (ii) Rule of Law (iii) Bureaucratic Quality (iv) Government Repudiation of Contracts and (v) Risk of Expropriation. The first three variables are scaled from 0 to 6, whereas the last two variables are scaled from 0 to 10. Higher values imply better institutional quality and vice versa. The institutions indicator is obtained by summing the above five indicators, after appropriate re-scaling.
 
Table 1 reports the summary statistics results of banking sector development indicators (N = 44), capital market development indicators (N = 21) and other variables that employed in the analysis, where the sample period is covering from 1980 – 2003. The list of these countries is presented in Table AII and Table AIII (See Appendix II). 

Dynamic Panel GMM Estimation
Equations (1) and (2) are estimated on the entire sample using the GMM estimator proposed by Arellano and Bond (1991). Given that the data are annual, a dynamic panel estimator is appropriate given that financial development indicators are unlikely to fully adjust to their equilibrium values within one year. Indicators that are asset based such as liquid liabilities which measures the size of the banking system relative to GDP are likely to display persistence: the size of the banking system this year has much to do with the size of the banking system in previous years.  A similar argument can also be made for flow variables, such as bank credit.  Even though it may be argued that the flow of credit can adjust more quickly to its equilibrium value than the stock of assets, the former also depends on its own history.  A bank’s customer base largely determines the demand for loans in a given year and that is not expected to fluctuate much from year to year.  The same is true of bank loan supply, because the latter depends on the bank’s scale of operations, proxied by the size of its balance sheet.  It is therefore plausible to argue that on a year to year basis all financial development indicators exhibit persistence, and adjust in accordance to a partial adjustment mechanism, captured by the lagged dependent variable in both equations.   This is of course verified empirically, as can be seen in Section 4 below. 
4.
Empirical Results
The empirical results using gross private capital flows to measure financial openness are presented in Tables 2 and 3.  Table 2 presents the results with the banking sector development indicators and Table 3 uses the capital market development indicators.  Given that there are four different specifications for each of the dependent variables, we utilise statistical significance at the 10% level of (i) the interaction term and (ii) institutional quality as a criterion for deciding which specification to focus on.  Hence, we focus on the specification that contains both these terms only if both are statistically significant at the 10% level or higher.  Otherwise, if neither of these terms is significant we focus on the specification that excludes both of them; if one of them is significant we focus on the specification that excludes the insignificant one.  

Turning our attention to private credit in Table 2, we focus on Model 4(a), since both the interaction term and institutional quality are statistically significant.  All three diagnostic statistics are satisfactory.  The lagged dependent variable has an estimated coefficient of 0.861, with a standard error of 0.035, suggesting considerable persistence, albeit with a confidence interval that does not contain the unit root. GDP per capita appears with a negative coefficient but is statistically insignificant.  Both trade and financial openness are positive and significant at the 1% level, as is institutional quality. The interaction term is negative and significant, but with a much smaller coefficient than the two log-linear terms, suggesting that the marginal effects of simultaneous openness are positive but subject to diminishing returns. For liquid liabilities we focus on Model 2a, since the interaction term is not significant in specifications 5a and 5b. The diagnostics are satisfactory, and the lagged dependent variable has an estimated coefficient of 0.319, with a standard error of 0.062, suggesting much faster adjustment than private credit. Institutional quality is positive and significant at the 5% level.  Real GDP appears with a negative and significant coefficient, which is rather surprising.  A plausible explanation for this result is that this result may reflect the counter-cyclicality of monetary policy, instead of the demand for finance.  Financial openness is positive and significant at the 1% level but trade openness is not significant.  The insignificance of trade openness, combined with the insignificance if the interaction term, is not supportive of the RZ hypothesis.  For domestic credit we focus on model 6b, since the interaction term is significant at the 10% level, but institutional quality is not.  Two of the three diagnostics are satisfactory but the first-order serial correlation test does not detect serial correlation, when it should. The lagged dependent variable has an estimated coefficient of 0.195, with a very small standard error, suggesting that domestic credit has less persistence than the other two indicators.  Real GDP is once again negative and significant, suggesting that this indicator is also counter-cyclical, and may also reflect the potency of monetary policy rather than the demand for finance.  Both trade and financial openness are positive and significant, the former at the 1% level while the latter at the 5% level.  Trade openness has a much larger coefficient of 0.254 than financial openness, whose coefficient is 0.0486.  The interaction term, which has an estimated coefficient of -0.109, is significant at the 10% level.  These coefficients suggest that the marginal effects of trade openness are likely to be positive while the effects of financial openness may be ambiguous.  
In Table 3 the interaction terms are not significant in any specification, while the institutional quality variable is significant in two of the three, so we focus on Models 7a, 8a and 9b.   In specification 7a two of the three diagnostics are satisfactory but the first-order serial correlation test does not detect serial correlation, when it should.  The lagged dependent variable has a coefficient of 0.679 with a standard error of 0.08, suggesting considerable persistence. Real GDP is positive, though not significant.  Trade openness is negative and insignificant, while financial openness has a small coefficient of 0.066, albeit precisely estimated, so that it is significant at the 1% level.  Institutional quality has a positive and large coefficient, even though it is only significant at the 10% level.  Thus, stock market capitalisation appears to respond positively to financial openness and institutional quality, but not to trade openness.  In specification 8a, all three diagnostics are satisfactory.  The lagged dependent variable has an estimated coefficient of 0.208 and is significant at the 1% level.  Real GDP is positive but insignificant.  Trade openness is negative and also insignificant. Financial openness has a coefficient of 0.138 and is significant at the 5% level.  Institutional quality is positive with a large coefficient of 1.605 and is significant at the 1% level.  Thus, like stock market capitalisation, stock market liquidity appears to respond positively to financial openness and institutions, but not to trade openness.  In Model 9b two of the three diagnostics are satisfactory, the exception being the first-order serial correlation test once again.  The lagged dependent variable enters with a coefficient of 0.517 and a standard error of 0.09, suggesting well behaved dynamics. GDP is positive and significant, with a coefficient above unity, suggesting that the number of companies, as a proportion of the population, increases in line with GDP per capita.   Trade openness is positive and significant at the 1% level, with a coefficient of 0.476, while financial openness is not significant.  Overall, the results presented in table 3 suggest that financial openness and institutional quality are important for capital market size and liquidity but not for the number of listed companies.  Conversely, trade openness appears important for the number of companies listed but not for stock market capitalisation or liquidity.   These results seem to suggest that trade openness may indeed promote industrial competition by increasing the number of listed companies (normalised by population), but does not appear to be important for capital market size or liquidity.  
Tables 4 and 5 present the results using the financial liberalization measure of Abiad and Mody (2005) to proxy financial openness/policies. Once again, given the large number of specifications, we choose which specification to focus on depending on the statistical significance of the interaction term and institutional quality. Thus, in Table 4, we focus on the specifications that contain the interaction term, which is significant throughout.  For private credit we focus on specification 16a, since institutional quality is also significant.  All three diagnostics are satisfactory, and the lagged dependent term is significant and well below unity.  Real GDP is positive and significant at the 1% level.  Both trade and financial openness are positive and significant at the 1% level with sizeable coefficients.  The interaction term is negative and significant, but with a much smaller coefficient, suggesting that the marginal effects of trade and financial openness are likely to be positive.  Institutional quality has a positive coefficient and is significant at the 1% level.  For liquid liabilities, we focus on specification 17b, since institutional quality is not significant in 17a. All three diagnostics are satisfactory, as is the lagged dependent variable, which enters with a coefficient of 0.605 and is precisely estimated with a standard error of 0.083.  GDP per capita is positive but not significant.  Both trade and financial openness enter with positive and significant coefficients at the 1% level.  The interaction term enters with a smaller negative coefficient and is also significant at the 1% level.  In the case of the domestic credit indicator we focus on 18a since institutional quality is significant.  Two of the three diagnostics are satisfactory, with the first order serial correlation test being the only problematic one.  The lagged dependent variable is positive and significant at the 1% level, with a coefficient of 0.705, suggesting considerable persistence, but nevertheless statistically far away from unity, given the precision with which it is estimated. GDP per capita appears with a negative coefficient, though one that is highly insignificant.  Trade openness appears with a very small positive coefficient and is not significant.  Financial openness on the other hand enters with a coefficient of 0.535 and is highly significant.  The interaction term enters with a smaller negative coefficient of 0.138, which is also significant at the 1% level, suggesting that the marginal returns to financial openness are decreasing in the degree of trade openness.  Overall, the results presented in Table 4 suggest that both trade and financial openness are conducive to banking sector development. Institutional quality appears important for the development of credit, but not as important for the expansion of the banking sector as a whole.  This latter result may hint at the importance of creditor protection for the development of bank lending (see Pistor et al who advocate a nuanced law and finance thesis). 
Turning now to table 5, we focus on specifications 22b, 20a and 24b.  The stock market capitalization equation 22b has satisfactory diagnostics except for the first order serial correlation test.  The lagged dependent variable has a coefficient of 0.699 that is significant at the 1% level.  GDP enters with a positive, albeit insignificant coefficient.  Trade openness also enters with a positive and insignificant coefficient while financial openness is negative and significant at the 5% level.  The interaction term, however, is positive and significant, suggesting that the returns to financial openness may be positive once a certain level of trade openness is in place.  The coefficients are such that both positive and negative effects are possible, which makes a policy simulation a necessity.  It turns out that the derivative of capital market development with respect to financial liberalization is always positive, ranging from 0.039 to 0.616, with a mean value 0.301.  It is of course increasing in trade openness, which is supportive of RZ.  
Specification 20a, which refers to stock market liquidity is even more problematic for the openness thesis in that neither trade nor financial openness are significant. All three diagnostics are satisfactory and the lagged dependent term is well behaved and significant, suggesting that the equation is well specified. GDP per capita is negative and institutional quality is positive and significant. Finally, specification 24b offers greater support to the RZ hypothesis in that both trade and financial openness have positive and sizeable coefficients that are highly significant, moderated though by a negative interaction term with a much smaller coefficient that is also significant at the 1% level.  The equation is well behaved as suggested by the satisfactory diagnostics and the coefficient and significance of the dynamic term.  In addition, GDP per capita appears with a positive and highly significant coefficient.  Overall, the results presented in Table 5, suggest that financial openness, if proxied by financial liberalisation, may not be conducive to the development of stock markets as measured by size or liquidity but is likely to enhance the number of companies listed, thereby stimulating competition. In these specifications, trade openness has a beneficial effect on the number of companies listed as was indeed the case with the results presented in Table 3.      
Marginal Effects of Openness
In order to shed additional light on the quantitative importance of trade and financial openness for financial development, we calculate the marginal effects of both types of openness, using the preferred empirical specifications. For each dependent variable we calculate the marginal effect using the formulae for the partial derivatives with respect to trade and financial openness provided in Section 2 (equations 3 and 4); given that we are working with natural logarithms these derivatives can be interpreted as elasticities.  In the cases where the estimated parameters are not significant at the 10% level or higher, zero values for the parameter concerned are used.  The results of this exercise are presented in Tables 6a and 6b, which respectively utilize the two different data sets.  In addition to short-run effects, we also calculate long run effects by dividing the short-run values by one minus the estimated coefficient of the lagged dependent variable.  
Table 6a suggests that the effects of both trade and financial openness on private credit are positive and quantitatively rather large, in all countries in our sample. The mean long-run elasticities of private credit with respect to trade and financial development are 0.736 and 0.485 respectively. However, in contrast to RZ, this model displays diminishing returns to openness.  For example, the long-run elasticity of private credit with respect to trade and financial openness for Bangladesh, one of the most closed economies in the sample, are 0.96 and 0.73, respectively.  By contrast, for Malaysia, one of the most open economies in the sample, they are 0.50 and 0.25, respectively.  These elasticities suggest that the effects of simultaneous openness for closed economies might be quantitatively large. An additional exercise to gauge the quantitative importance of simultaneous openness of the trade and capital accounts for economies that are relatively closed was carried out using Model 4a, We utilize the example of Bangladesh, using 1987 as the benchmark year.  In that year, the ratio of private credit to GDP in Bangladesh was 13.7%, while trade and capital account openness stood at 17.3 and 2.4% of GDP.  These figures place Bangladesh at around the 25% percentile for financial development in the entire sample, below the 5th percentile in terms of trade openness and between the 10th and 25th percentile for financial openness.  The exercise involved working out the increase in private credit following an increase of trade and financial openness to the sample mean values of 64.3% and 8.06%, respectively.  The predicted (long run) change is an increase in private credit to 36.6% of GDP, which would place Bangladesh just below the upper quartile of financial development values.
 This is clearly a very substantial effect, suggesting that countries that are relatively closed stand to benefit substantially from simultaneous opening of their trade and capital accounts.  

A different conclusion emerges when examining the effects of openness on liquid liabilities.  Trade openness does not contribute to the latter, since both relevant coefficients (of trade and the interaction term) in Model 2a are not significant.  Moreover, financial openness has very small effects on liquid liabilities.   The effects of openness on domestic credit are even more disappointing, in that financial openness has negative effects throughout the sample countries, while trade openness also has negative effects in many countries.  The mean elasticity of domestic credit with respect to trade openness is positive, albeit very small quantitatively.  Trade openness does not have any effects on market capitalization or market liquidity but has sizeable effects on the number of companies listed.  Conversely, financial openness has no effect on the number of listed companies but has substantial positive effects on stock market liquidity and less substantial ones on market capitalization.  This result is not very surprising given that openness here is measured by the actual gross flows of private capital – especially if inflows and outflows are positively correlated, since high gross flows will also mean high inflows that result in additional trading and to some  extent also inflate asset values.  On balance, therefore, Table 6a provides limited support to the RZ hypothesis, in that only one of the indicators – private credit – provides considerable support, while the rest range from little to no support.     
The results in Table 6b are also mixed.  The strongest support to the RZ hypothesis is provided by market capitalization, in that the mean elasticities of both trade and financial openness are positive and quite large. Interestingly, the minimum values of the trade openness elasticity are zero, reflecting the insignificance of the trade openness parameter in specification 22b.  This very clearly constitutes strong support for RZ, since the minimum values are obtained when financial openness is itself zero. Put differently, opening up the trade account when the financial sector is heavily repressed does not result in additional development of the capital market. Interestingly, financial liberalization has positive effects throughout the sample, notwithstanding its negative coefficient in Model 22b.  This suggests that even the most closed economies in our sample terms are not too closed; the second term in this elasticity, which depends on trade openness, outweighs the first term.   
The response of private credit to trade and financial openness in Table 6b varies from negative to positive values, with mean values however that are above zero.  Negative values for trade openness are obtained when the economy is highly liberalized (e.g. Germany, UK, US) and positive values when it is most repressed (e.g. Bangladesh, India and Pakistan). Similarly, negative values for financial liberalisation are obtained in economies that are very open to trade (e.g. Israel, Malaysia, Thailand, Sri Lanka) and positive values for those that are least open  (e.g. Argentina Bangladesh, Brazil, India, Japan, US). These results contradict RZ very strongly.  Taken together with those presented in Table 6a for private credit, they suggest that the measure of financial openness makes a big difference.  The Abiad and Mody measure of financial liberalization is certainly a much broader measure of financial openness than gross capital flows and the results may reflect the influence of domestic financial liberalization (e.g. relaxation of credit and interest rate controls, entry barriers) instead of the openness of international transactions.  In addition, part of the difference may be ascribed to the different sample of countries used in the estimations, which in the case of the second data set contains several highly developed economies.  
The mean values for liquid liabilities in Table 6b are negative but very close to zero, while those for domestic credit are negative for trade openness and positive, albeit small for financial openness.  Value traded does not respond to either type of openness, reflecting the insignificance of the relevant parameters in Model 20a.  Finally, trade openness appears to have important effects on the number of companies listed, as was also the case in Table 6a.  The mean effects of financial openness are negative, albeit negligible, reflecting the range of variation of this elasticity within the sample. 
5.
Concluding Remarks
The results presented in this paper suggest that openness, as well as institutions, are potentially important factors for financial development. However, different measures of financial development respond differentially to different openness measures and the results are also sensitive to the measure of financial openness that is utilised.

Trade and capital account openness appear to have powerful positive effects on private credit. To the extent that private credit reflects the opportunities for any firm to obtain finance for sound investment projects, this particular result is highly supportive of the Rajan and Zingales simultaneity hypothesis.  However, neither liquid liabilities nor domestic credit – both of which do not capture opportunities for new firms as well as private credit – seem to respond positively to both capital account and trade openness. The same can also be said of all three stock market development indicators utilised in this study.  Interestingly, we find that while the number of listed companies responds positively to trade openness, it does not appear to respond at all to capital account openness. Conversely, stock market capitalisation and value traded respond positively to capital account openness but not at all to trade openness.  
Using the new measure of financial liberalisation developed by Abiad and Mody (2005) to proxy financial openness, we obtain somewhat different results.  Arguably the strongest result in terms of its support for the simultaneous openness hypothesis relates to the stock market capitalisation indicator. Our findings suggest that trade openness on its own does not spur capital market development at all when the financial system is repressed.  Similarly, when the trade account is closed the effects of financial liberalisation are almost negligible.  The effects of financial liberalisation on private credit, however, contradict the Rajan and Zingales hypothesis: they are positive for the most closed economies and negative for those economies that are open to trade.  Similarly, trade openness has a positive impact on private credit in the case of financially repressed economies but has negative effects for the most liberalised ones.  These results may well reflect the domestic liberalisation factors and the nature of the data set which includes several highly developed economies, in addition to developing ones.
Institutional quality appears to have a positive influence on most of the financial development indicators considered in this paper.  The only robust exception - in the sense that in none of the specifications that involve this dependent variable institutions are significant – is the number of listed companies.  This result may reflect the fact that institutional quality is likely to be positively correlated with red tape, so that there are both positive and negative effects on the ease with which new companies can be established, that cancel each other out.

To conclude, the findings presented in this paper suggest that openness and institutions are potentially very important factors for financial development.  They do not however provide much support to the simultaneous openness hypothesis of Rajan and Zingales (2003), suggesting that a more nuanced openness or political economy story may be required to explain the variation of financial development across countries and over time.  
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Table 2: Banking Sector Development: Trade Openness, Institutions and Gross Private Capital Flows, 1980 – 2003 (Annual Data)

Dependent Variable: Banking Sector Development (ln BDit)

	
	Model 1

	Model 2
	Model 3
	Model 4
	Model 5
	Model 6

	BDit Proxied by
	Private Credit

(% of GDP)
	Liquid Liabilities

(%of GDP)
	Domestic Credit

 (% of GDP)
	Private Credit

(% of GDP)
	Liquid Liabilities

(% of GDP)
	Domestic Credit

(% of GDP)

	Specification ref 
	1(a)
	1(b)
	2(a)
	2(b)
	3(a)
	3(b)
	4(a)
	4(b)
	5(a)
	5(b)
	6(a)
	6(b)



	Constant
	-0.005***
(0.001)
	-0.003***
(0.001)
	0.0495***
(0.013)
	0.052***
(0.013)
	0.044***
(0.009)
	0.044***
(0.008)
	-0.005***
(0.001)
	-0.003***
(0.001)
	0.066***
(0.014)
	0.063***
(0.014)
	0.037***
(0.010)
	0.039***
(0.009)

	ln BDit-1
	0.883***

(0.035)
	0.848***

(0.034)
	0.319***
(0.062)
	0.361***
(0.064)
	0.191***
(0.009)
	0.187***
(0.009)
	0.861***

(0.035)
	0.833***

(0.037)
	0.244***
(0.071)
	0.339***
(0.083)
	0.188***
(0.009)
	0.195***
(0.009)

	ln RGDPCit
	-0.119***
(0.046)
	-0.111**
(0.055)
	-0.295***

(0.071)
	-0.304***

(0.067)
	-0.551***

(0.163)
	-0.733***

(0.145)
	-0.090
(0.066)
	-0.114**
(0.054)
	-0.317***

(0.071)
	-0.348***

(0.072)
	-0.570***

(0.161)
	-0.718***

(0.153)

	ln TOit
	0.128***
(0.036)
	0.162***
(0.034)
	-0.012
(0.049)
	0.007
(0.046)
	0.092*
(0.056)
	0.136***
(0.050)
	0.168***
(0.042)
	0.209***
(0.041)
	0.041
(0.049)
	0.053
(0.047)
	0.154
(0.114)
	0.254***
(0.095)

	ln GPCFit
	0.069***
(0.009)
	0.067***
(0.010)
	0.038***
(0.008)
	0.035***
(0.009)
	0.046***
(0.013)
	0.0390***
(0.013)
	0.218***
(0.076)
	0.227***
(0.067)
	0.108
(0.107)
	0.144
(0.102)
	0.222
(0.268)
	0.0486**
(0.025)

	ln GPCFit x ln TOit
	---
	---
	---
	---
	---
	---
	-0.037**
(0.018)
	-0.039***
(0.016)
	-0.019
(0.025)
	-0.028
(0.024)
	-0.044
(0.065)
	-0.109*
(0.059)

	ln INSit
	0.072***
(0.013)
	---
	0.112**

(0.048)
	---
	-0.028
(0.064)
	---
	0.064***
(0.021)
	---
	0.052
(0.052)
	---
	-0.054
(0.063)
	---

	Sargan Test 

(p-value)
	25.72
(0.977)
	27.47
(0.959)
	21.02
(0.997)
	26.23
(0.973)
	15.44
(0.999)
	20.58
(0.998)
	32.80

(0.845)
	28.86
(0.942)
	16.78
(0.999)
	23.60
(0.990)
	15.74
(0.999)
	20.96
(0.997)

	Autocovariance of Order 1

(p-value)
	0.000
	0.000
	0.008
	0.005
	0.275
	0.281
	0.000
	0.000
	0.057
	0.016
	0.277
	0.268

	Autocovariance of Order 2

(p-value)
	0.990
	0.962
	0.392
	0.406
	0.463
	0.520
	0.977
	0.937
	0.437
	0.449
	0.454
	0.427


Notes
1. All models are estimated using the Arellano and Bond dynamic panel GMM estimations using a maximum of two lags of the dependent variable for use as instruments (Stata xtabond command). N = 44, T =22.
2. The variables are defined as follows: BD = Banking Sector Development; RGDPC = real GDP per capita (in US dollars, 2000 prices); TO = trade openness defined as total exports plus imports/GDP; INS = institutions (sum of corruption, rule of law, bureaucratic quality, government repudiation of contract and risk of expropriation indices); GPCF = gross private capital flows/GDP. 
3. Figures in the parentheses are standard errors. 
4. ***, ** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively.  

Table 3: Capital Market Development: Trade Openness, Institutions and Gross Private Capital Flows, 1990 – 2003 (Annual Data)

Dependent Variable:  Capital Market Development (ln CDit)

	
	Model 7

	Model 8
	Model 9
	Model 10
	Model 11
	Model 12

	CDit Proxied by
	Stock Market Capitalisation
(% of GDP)
	Total Value Traded
(% of market capitalisation)
	No of Companies Listed
 (% of population)
	Stock Market Capitalisation
(% of GDP)
	Total Value Traded
(% of market capitalisation)
	No of Companies Listed
 (% of population)

	Specification ref 
	7a

	7b
	8a
	8b
	9a
	9b
	10a
	10b
	11a
	11b
	12a
	12b

	Constant
	-0.004
(0.008)
	0.005
(0.008)
	-0.043***
(0.015)
	-0.011
(0.011)
	-0.027***
(0.010)
	-0.028***
(0.009)
	-0.001
(0.011)
	-0.009
(0.008)
	-0.060***
(0.018)
	-0.002***
(0.018)
	-0.028***
(0.010)
	-0.028***
(0.009)

	ln CDit-1
	0.679***

(0.079)
	0.768***

(0.062)
	0.208***

(0.042)
	0.404***

(0.067)
	0.518***
(0.099)
	0.517***
(0.095)
	0.674***

(0.123)
	0.748***

(0.074)
	0.244***

(0.043)
	0.461***

(0.045)
	0.518***
(0.111)
	0.516***
(0.106)

	ln RGDPCit
	0.099
(0.397)
	0.087
(0.369)
	0.692
(0.928)
	0.008
(0.747)
	1.134***

(0.470)
	1.191***

(0.354)
	-0.050
(0.567)
	-0.249
(0.397)
	1.589
(1.111)
	1.999
(1.085)
	1.223***

(0.497)
	1.228***

(0.379)

	ln TOit
	-0.421
(0.295)
	-0.360
(0.294)
	-0.028
(1.027)
	0.842
(0.728)
	0.449***
(0.175)
	0.476***
(0.188)
	-0.225
(0.491)
	-0.172
(0.424)
	-0.775
(1.039)
	-0.291
(1.268)
	0.445***
(0.167)
	0.448***
(0.172)

	ln GPCFit
	0.066***

(0.019)
	0.072***

(0.012)
	0.138**

(0.065)
	0.107***

(0.031)
	0.005
(0.005)
	0.005
(0.005)
	0.191
(0.384)
	0.184
(0.324)
	-1.879
(1.281)
	-2.014
(1.963)
	-0.027
(0.242)
	-0.032
(0.238)

	ln GPCFit x ln TOit
	---
	---
	--
	--
	---
	---
	-0.027
(0.096)
	-0.024
(0.080)
	0.472

(0.299)
	0.493

(0.459)
	0.005

(0.054)
	0.006
(0.053)

	ln INSit
	0.553*
(0.329)
	---
	1.605***
(0.367)
	--
	-0.001
(0.069)
	--
	0.484
(0.467)
	---
	1.802***
(0.392)
	---
	-0.013
(0.068)
	---

	Sargan Test 

(p-value)
	16.19
(0.949)
	16.57
(0.941)
	13.34
(0.987)
	14.43
(0.976)
	7.93

(0.999)
	7.92
(0.999)
	16.79
(0.936)
	16.71
(0.938)
	10.62
(0.998)
	13.18
(0.988)
	7.84
(0.999)
	7.75
(0.999)

	Autocovariance of Order 1

(p-value)
	0.273
	0.231
	0.008
	0.004
	0.177
	0.179
	0.4122
	0.213
	0.011
	0.003
	0.198
	0.189

	Autocovariance of Order 2

(p-value)
	0.000
	0.000
	0.201
	0.267
	0.361
	0.376
	0.000
	0.000
	0.214
	0.241
	0.500
	0.508



Table Notes
5. All models are estimated using the Arellano and Bond dynamic panel GMM estimations (Stata xtabond command). N = 21, T =14.
6. The variables are defined as follows: CD = Capital Market Development; RGDPC = real GDP per capita (in US dollars, 2000 prices); TO = trade openness defined as total exports plus imports/GDP; INS = institutions (sum of corruption, rule of law, bureaucratic quality, government repudiation of contract and risk of expropriation indices); GPCF = gross private capital flows/GDP. 
7. Figures in the parentheses are standard errors. 
8. ***, ** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively.  

Table 4: Banking Sector Development: Trade Openness, Institutions and Financial Liberalisation, 1980 – 1996 (Annual Data)

Dependent Variable: Banking Sector Development (ln BDit)

	
	Model 13

	Model 14
	Model 15
	Model 16
	Model 17
	Model 18

	BDit Proxied by
	Private Credit

(% of GDP)
	Liquid Liabilities

(%of GDP)
	Domestic Credit

 (% of GDP)
	Private Credit

(% of GDP)
	Liquid Liabilities

(% of GDP)
	Domestic Credit

(% of GDP)

	Specification ref 
	13a
	13b
	14a
	14b
	15a
	15b
	16a
	16b
	17a
	17b
	18a
	18b

	Constant
	-0.009**
(0.004)
	-0.005
(0.004)
	0.024***
(0.006)
	0.027***
(0.006)
	-0.001
(0.003)
	0.002
(0.003)
	-0.005
(0.004) 
	-0.005
(0.004)
	0.031***
(0.006)
	0.028***
(0.005)
	-0.002
(0.003)
	-0.002
(0.003)

	ln BDit-1
	0.634***

(0.047)
	0.674***

(0.041)
	0.713***
(0.085)
	0.767***
(0.087)
	0.694***
(0.009)
	0.748***
(0.009)
	0.562***

(0.042)
	0.589***

(0.042)
	0.607***
(0.070)
	0.605***
(0.083)
	0.705***
(0.026)
	0.725***
(0.011)

	ln RGDPCit
	0.294***
(0.087)
	0.231***
(0.068)
	0.316*
(0.176)
	0.401**
(0.193)
	-0.334***

(0.068)
	-0.183
(0.167)
	0.359***
(0.082)
	0.374***
(0.118)
	0.106
(0.164)
	0.191
(0.155)
	-0.113
(0.103)
	-0.067
(0.189)

	ln TOit
	0.171***
(0.056)
	0.202***
(0.050)
	0.078**
(0.037)
	0.079**
(0.036)
	-0.286***
(0.023)
	-0.219***
(0.021)
	0.446***
(0.062)
	0.486***
(0.099)
	0.276***
(0.063)
	0.238***
(0.056)
	0.005
(0.069)
	0.033
(0.048)

	ln FLit
	0.055***
(0.020)
	0.040*
(0.024)
	0.033*
(0.018)
	0.042**
(0.020)
	0.034***
(0.014)
	0.068***
(0.014)
	0.723***
(0.164)
	0.885***
(0.290)
	0.490***
(0.098)
	0.455***
(0.095)
	0.535***
(0.091)
	0.707***
(0.094)

	ln FLit x ln TOit
	---
	---
	---
	---
	---
	---
	-0.184***
(0.042)
	-0.224***
(0.076)
	-0.136***
(0.028)
	-0.124***
(0.026)
	-0.138***
(0.025)
	-0.176***
(0.025)

	ln INSit
	0.137***
(0.044)
	---
	-0.047
(0.035)
	---
	0.464***

(0.039)
	---
	0.106***
(0.037)
	---
	-0.010
(0.043)
	---
	0.312***
(0.079)
	---

	Sargan Test 

(p-value)
	20.67
(0.839)
	17.87
(0.929)
	13.01
(0.993)
	11.73
(0.997)
	26.50
(0.545)
	25.09
(0.623)
	20.21
(0.857)
	21.66
(0.797)
	8.56
(0.999)
	9.92
(0.999)
	20.06
(0.862)
	24.79
(0.639)

	Autocovariance of Order 1

(p-value)
	0.005
	0.007
	0.001
	0.001
	0.218
	0.218
	0.010
	0.012
	0.001
	0.002
	0.214
	0.223

	Autocovariance of Order 2

(p-value)
	0.463
	0.460
	0.201
	0.211
	0.247
	0.227
	0.494
	0.527
	0.185
	0.194
	0.224
	0.231



Notes
9. All models are estimated using the Arellano and Bond dynamic panel GMM estimations using a maximum of two lags of the dependent variable for use as instruments (Stata xtabond command). N = 32 (30 for Liquid Liabilities because of missing observations for France and UK), T =15.
10. The variables are defined as follows: BD = Banking Sector Development; RGDPC = real GDP per capita (in US dollars, 2000 prices); TO = trade openness defined as total exports plus imports/GDP; INS = institutions (sum of corruption, rule of law, bureaucratic quality, government repudiation of contract and risk of expropriation indices); FL = Financial liberalisation index from Abiad and Mody (2005). 
11. Figures in the parentheses are standard errors. 
12. ***, ** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively. 
13. Significant time dummies were retained. 
Table 5: Capital Market Development: Trade Openness, Institutions and Financial Liberalisation, 1990 – 1996 (Annual Data)

Dependent Variable:  Capital Market Development (ln CDit)

	
	Model 19

	Model 20
	Model 21
	Model 22
	Model 23
	Model 24

	CDit Proxied by
	Stock Market Capitalisation
(% of GDP)
	Total Value Traded
(% of market capitalisation)
	No of Companies Listed
 (% of population)
	Stock Market Capitalisation
(% of GDP)
	Total Value Traded
(%of market capitalisation)
	No of Companies Listed
 (% of population)

	Specification ref 
	19a

	19b
	20a
	20b
	21a
	21b
	22a
	22b
	23a
	23b
	24a
	24b

	Constant
	-0.125***
(0.028)
	-0.118***
(0.027)
	-0.125

(0.085)
	-0.155*
(0.087)
	-0.001
(0.002)
	-0.001
(0.002)
	-0.120**
(0.028)
	-0.115***
(0.027)
	-0.128

(0.085)
	-0.162*
(0.086)
	-0.009**
(0.004)
	0.003
(0.005)

	ln CDit-1
	0.675***

(0.077)
	0.687***

(0.060)
	0.551***
(0.063)
	0.645***
(0.057)
	0.425***

(0.030)
	0.401***

(0.019)
	0.683***
(0.075)
	0.699***
(0.057)
	0.555***
(0.063)
	0.655***
(0.055)
	0.477***

(0.030)
	0.431***

(0.024)

	ln RGDPCit
	0.374
(0.444)
	0.581
(0.441)
	-0.122

(0.785)
	-0.183
(0.769)
	0.878***
(0.081)
	0.868***
(0.065)
	0.306
(0.431)
	0.516
(0.431)
	-0.190

(0.804)
	-0.230

(0.785)
	0.741***
(0.070)
	0.805***
(0.071)

	ln TOit
	0.575***
(0.121)
	0.470***
(0.120)
	0.019

(0.318)
	0.047
(0.320)
	0.190***
(0.032)
	0.167***
(0.032)
	0.138
(0.184)
	0.072
(0.185)
	0.351

(0.652)
	0.385

(0.683)
	0.375***
(0.046)
	0.336***
(0.045)

	ln FLit
	0.266***

(0.055)
	0.207***

(0.061)
	-0.012

(0.079)
	0.041
(0.076)
	0.027***

(0.008)
	0.024***
(0.007)
	-0.462**
(0.207)
	-0.446**
(0.185)
	0.515

(0.771)
	0.575

(0.812)
	0.317***

(0.067)
	0.277***

(0.058)

	ln FLit x ln TOit
	---
	---
	--
	--
	---
	---
	0.205***
(0.067)
	0.187***
(0.062)
	-0.144

(0.199)
	-0.149

(0.211)
	-0.087***
(0.020)
	-0.074***
(0.018)

	ln INSit
	-0.056
(0.207)
	---
	0.905**
(0.382)
	--
	-0.006
(0.029)
	---
	-0.032
(0.216)
	---
	0.894**
(0.380)
	--
	-0.017
(0.028)
	---

	Sargan Test 

(p-value)
	20.16
(0.091)
	15.71
(0.265)
	13.77

(0.390)
	15.56
(0.274)
	22.08
(0.733)
	17.88
(0.907)
	20.37
(0.086)
	16.08
(0.244)
	13.77

(0.390)
	15.55

(0.274)
	20.41
(0.813)
	17.81
(0.909)

	Autocovariance of Order 1

(p-value)
	0.267
	0.194
	0.001
	0.001
	0.051
	0.059
	0.268
	0.192
	0.001
	0.001
	0.020
	0.040

	Autocovariance of Order 2

(p-value)
	0.023
	0.020
	0.786
	0.664
	0.231
	0.241
	0.020
	0.019
	0.786
	0.702
	0.222
	0.234



Notes
14. All models are estimated using the Arellano and Bond dynamic panel GMM estimations (Stata xtabond command). N = 31, T = 7.
15. The variables are defined as follows: CD = Capital Market Development; RGDPC = real GDP per capita (in US dollars, 2000 prices); TO = trade openness defined as total exports plus imports/GDP; INS = institutions (sum of corruption, rule of law, bureaucratic quality, government repudiation of contract and risk of expropriation indices); FL = Financial liberalisation index from Abiad and Mody (2005). 
16. Figures in the parentheses are standard errors. 
17. ***, ** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively.
18. Significant time dummies were retained. 
Table 6a: Marginal Effects of Openness Using Preferred Specifications in Tables 2 and 3
	
	Private credit (4a)
	Liquid liabilities (2a)
	Domestic credit 6(b)
	Market capitalisation (7a)
	Value traded (8a)
	Number of listed companies (9b)

	
	Min 
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean

	Trade openness (short run)
	0.006
	0.248
	0.102
	0
	0
	0
	-0.223
	0.490
	0.060
	0
	0
	0
	0
	0
	0
	0.476
	0.476
	0.476

	Trade openness (long run)
	0.043
	1.786
	0.736
	0
	0
	0
	-0.277
	0.609
	0.074
	0
	0
	0
	0
	0
	0
	0.985
	0.985
	0.985

	Financial openness (short run)
	0.020
	0.150
	0.067
	0.038
	0.038
	0.038
	-0.534
	-0.152
	-0.395
	0.066
	0.066
	0.066
	0.138
	0.138
	0.138
	0
	0
	0

	Financial openness (long run)
	0.146
	1.077
	0.485
	0.056
	0.056
	0.056
	-0.633
	-0.189
	-0.491
	0.205
	0.205
	0.205
	0.792
	0.792
	0.792
	0
	0
	0


Table 6b: Marginal Effects of Openness Using Preferred Specifications in Tables 4 and 5
	
	Private credit (16a)
	Liquid liabilities (17b)
	Domestic credit (18a)
	Market capitalisation (22b)
	Value traded (20a)
	Number of listed companies (24b)

	
	Min 
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean
	Min
	Max
	Mean

	Trade openness (short run)
	-0.096
	0.446
	0.084
	-0.127
	0.238
	-0.001
	-0.406
	0
	-0.271
	0
	0.550
	0.379
	0
	0
	0
	0.118
	0.336
	0.165

	Trade openness (long run)
	-0.219
	1.018
	0.191
	-0.321
	0.602
	-0.001
	-1.377
	0
	-0.920
	0
	1.829
	1.241
	0
	0
	0
	0.207
	0.590
	0.291

	Financial openness (short run)
	-0.245
	0.384
	0.039
	-0.197
	0.226
	-0.004
	-0.191
	0.280
	0.022
	0.011
	0.537
	0.250
	0
	0
	0
	-0.112
	0.085
	-0.001

	Financial openness (long run)
	-0.558
	0.876
	0.090
	-0.498
	0.573
	-0.010
	-0.646
	0.951
	0.076
	0.038
	1.785
	0.831
	0
	0
	0
	-0.197
	0.151
	-0.002


( This paper supersedes an earlier version which was entitled “Openness, Institutions and Financial Development”.  We acknowledge financial support from the ESRC under the World Economy and Finance Research Programme (Award RES-156-25-0009).








� Beck et al (2003a) provide evidence which suggests that both these two hypotheses have some merit in explaining cross-country variations in financial development but find more evidence in favour of the endowments one.  


� These hypotheses cannot therefore be tested using panel techniques, since the factors that they emphasise will be part of country fixed effects which are washed out.  


� Interestingly these policy implications run contrary to the sequencing literature, which advocates that trade liberalisation should precede financial liberalisation and that capital account opening should be the last stage in the liberalisation process (e.g. McKinnon, 1991).


� All the data quoted in the Introduction are sourced from World Development Indicators 2005.


� Neither the legal origin nor the endowment hypothesis, both of which focus on pre-determined historical factors, can explain cases such as South Korea.  Interestingly, South Korea’s legal tradition is based on civil law traditions, via Japan and Germany.


� Abiad and Mody (2005) find that political factors are not statistically significant determinants of the probability of financial reforms.


� Indeed Rajan and Zingales recognise the importance of institutions, such as respect for property rights, accounting and disclosure standards, contract enforcement and regulation.  However, they see these institutions as a mechanism driven by political economy factors, which are determined by openness.  


� For example, capital account liberalisation in Korea and associated institutional reforms are widely believed to have been the result of a desire by Korean government of the time to join the OECD.


� Beck (2003) shows that countries with better-developed financial systems have higher shares of manufactured exports in GDP and in total merchandise exports. Svaleryd and Vlachos (2002) find that there is a positive interdependence between financial development and liberal trade policies. Levine (2001) finds that liberalising restrictions on international portfolio flows tends to enhance stock market liquidity, and allowing greater foreign bank presence tends to enhance the efficiency of the domestic banking system. Chinn and Ito (2002) show that there is a strong relationship between capital account liberalisation and financial development. Their finding holds for less developed countries in terms of stock market value traded, and even more so for emerging market economies. Klein and Olivei (1999) point out that capital account liberalisation has a substantial impact on growth via the deepening of a country’s financial system in highly industrialised countries, but there is little evidence of financial liberalisation promoting financial development outside members of the OECD.


� A recent exception is Huang and Temple (2005), which, however, focuses on the relationship between financial development and trade openness, but does not take into account capital account openness and institutions.


� The sample period of the number of companies listed is 1988 – 2003.


� The scale of corruption, bureaucratic quality and rule of law was first converted to 0 to 10 (multiplying them by 5/3) to make them comparable to the other indicators. For robustness checks, we also used different weights for each indicator to construct the aggregate index. The estimates are similar and are available on request. 


� We have also worked out a similar exercise for increasing institutional quality in Bangladesh in the same year to the sample mean value; this would result in private credit to 19.8% of GDP, which is roughly halfway between the 25th and 50th percentiles.
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