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1 Introduction

Rising trends in truancy, crime and illicit drug use by young people constitute
one of the most important social developments of the post-war world. One of
the disturbing aspects of this development is the trend towards earlier onset
of these patterns of behaviour (see Stratford and Roth, 1999 and Flood-Page
et. al., 2000 for evidence on and discussion in the UK context). Policy
developments have been inßuenced by these alarming trends. In Britain, the
government has adopted an ambitious target of reducing the availability and
use by young people of certain types of drug by 25% by 2005 and 50% by
2008 (UKADCU, 2000). Effective anti-drugs policy may need to go beyond
general targeting of this kind to much more speciÞc action. If there is indeed
a �slippery slope� from early minor offending through soft drugs to hard drugs
and serious crime, then we need to ask whether there are critical stages in
this causal chain, against which policy is best directed.
All such policy initiatives are presently based on limited knowledge of the

behaviour underlying these trends. It is not easy to study these issues. Illicit
behaviour is inherently difficult to observe by means of conventional survey
instruments. Even with suitable data, it is hard to resolve the dynamic causal
structure underlying observed sequences of initiation to different types of
offending and drug use because of the pervasive role of common unobservable
psychological and social factors. Although there is a substantial research
literature dealing with the dynamics of drug use and criminal activity at the
individual level (see Flood-Page et. al. (2000) and Kenkel et. al. (2001) for),
few studies concentrate explicitly on the age of initiation into crime and drug
use and on the sequences in which these initiation events occur. This paper
uses recent British youth survey data to examine the pathways along which
early drug/crime careers evolve.

2 The 1998 Youth Lifestyles Survey

The 1998 YLS covers the 12-30 age group, who were identiÞed through one
or other of two methods. A core sample of 3643 young people was identiÞed
from households participating in the 1998 British Crime Survey (BCS) and
then topped up by screening the occupants of addresses adjacent to those
of the core sample to identify further subjects in the target age group. The
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top-up sample was biased towards areas with high victimisation rates. Field-
work took place during Oct 1998-Jan 1999, with Computer Assisted Self
Interviewing used for the sensitive topics of drug use and criminal activity.
The response rate of 69.1% yielded a usable sample of 3901 respondents. See
Stratford and Roth (1999) and Flood-Page et. al. (2000) for further detail.
The questionnaire gives information on current and past behaviour and past
(at age 15) family circumstances (current circumstances for under-16s). A
summary of the variables is given in Pudney (2000a).
Initially, we use a detailed breakdown of drug use into 12 illicit substances.1

The questionnaire asks for the age at which each of these substances was Þrst
consumed. The drug with earliest onset, around age 14, is glue/solvents (also
alcohol and tobacco). Over three-quarters of people reporting experience of
these substances started before 16. There is then a gap of around 2bd years
before the mean age of Þrst use of cannabis and amyl nitrite. A little later, at
age 17-18, comes the Þrst use of hard drugs (heroin and crack) and other sub-
stances (amphetamines, LSD, mushrooms, tranquilisers). The most �adult�
drugs are methadone, ecstasy and Þnally cocaine, with a mean age of almost
20. There seems to be a natural division of drugs into Þve groups: (i) early
onset legal substances (alcohol, tobacco); (ii) glue/solvents; (iii) early/middle
onset soft drugs (amphetamines, cannabis, LSD, mushrooms, tranquilisers,
amyl nitrite); (iv) early/middle onset hard drugs (heroin, crack, methadone);
(v) late onset recreational drugs (ecstasy, cocaine). Crime is represented by
two groups of offences. The Þrst is a set of 18 �minor� offences (criminal dam-
age, arson, theft, dealing in stolen goods, cheque and credit card offences,
fraud and public Þghting) and 9 �serious� crimes (theft of vehicles, robbery,
breaking and entering and assault); see Flood-Page et. al. (2000, appendix
B). There is a progression from truancy to minor crime to serious crime,
occuring early relative to most drug use.
The sequencing of truancy/crime/drug use events is summarised in Table

1 by weighted sample frequencies of the logically possible event sequences.
Two alternative deÞnitions of crime and drug use are used: (i) all drugs
(excluding alcohol and tobacco) and all crime; (ii) only hard drugs (cocaine,
crack, heroin, methadone) and serious crime. There is a tendency towards

1The YLS also contains questions about a non-existent drug �semeron�. Extremely
few respondents claim experience of semeron and they have been dropped. See Pudney
(2000a) for a summary of average ages of Þrst use.
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a chain of events beginning with petty crime and truancy, and only later
developing into drug use. Sequences of offending beginning with drug use
have a signiÞcantly smaller sample frequency than sequences beginning with
truancy or crime, and this is particularly true when we consider only hard
drugs and serious crime. If we were prepared to assume that this tendency has
causal signiÞcance then we might conclude that a policy addressing truancy
and other problems at school might be more effective than a policy attacking
drug use directly. We now examine this issue by estimating conditional
models of drug use and offending behaviour.

Table 1 Sequences of illicit behaviour

% frequency % frequency
Sequence (all crimes (serious crimes

and drugs) and hard drugs)
No offending or drug use 34.86 61.76

Truancy only 6.33 22.96

Crime only 11.55 3.24

Drugs only 8.83 2.57

Truancy→drugs 4.65 3.33

Truancy→crime 2.76 3.08

Crime→drugs 8.82 0.14

Crime→truancy 2.48 1.57

Drugs→truancy 1.67 0.10

Drugs→crime 5.85 0.20

Truancy→crime→drugs 5.48 1.50

Truancy→drugs→crime 5.06 0.53

Crime→truancy→drugs 6.39 0.49

Drugs→crime→truancy 1.84 0.14

Drugs→truancy→crime 2.49 0.13

Crime→drugs→truancy 3.38 0.11

Note: tied events are double-counted; alcohol and cigarettes are not included

in drug use
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3 Availability and demonstration effects

Economists tend to emphasise individual behaviour in isolation from the
social context. The theory of rational addiction (Becker and Murphy, 1988;
Grossman and Chaloupka, 1998; Kenkel, Mathios and Pacula, 2001) is an
example: drug users are seen as rational individuals pursuing a planned
course of action taking account of possible future consequences of current
actions. It is easy to ridicule this approach when applied to behaviour that
may involve severe distress and departure from normal psychological and
social functioning. Nevertheless, the core idea of rational individual choice
is an important one that has a place in the study of drug use. Equally, it is
important to take account of social externalities (corresponding to the idea of
a �drug culture�). Manski (2000) discusses the importance of and analytical
difficulties raised by these social interactions.
To illustrate the impact of external inßuences in an economic model of

drug use, consider the following generic demand model:

δ = δ(p, u,ϕΛ) (1)

where δ is the individual�s demand for the illicit drug, p is its price, u a
variable distinguishing the different types of individual in the population, Λ
represents the external effects inßuencing individuals of type u and ϕ is a
non-negative parameter governing responsiveness to these inßuences. The
function δ satisÞes δp < 0, δϕ ≡ ∂δ/∂(ϕΛ) > 0. The vector u, which has
population distribution G(u), may include elements such as income, location
and psychological characteristics such as risk aversion or ability.
The phenomena represented by Λ include social externalities (demonstra-

tion effects, peer pressure, etc.) and local availability through the medium of
drug-using social contacts. The externality function Λ is deÞned implicitly
by:

Λ(p, u,ϕ) =
Z
δ(p, v,ϕΛ(p, v,ϕ))θ(u, v)dG(v) (2)

where θ(u, v) is a non-negative measure of social distance or of the inßuence
exerted by someone of type v on someone of type u. In Manski�s (1993,
2000) terminology, (1) and (2) embody the notion of endogenous interactions,
where each person�s behaviour depends on that of the others. Contextual and
correlated effects are also captured in this framework through the variable u.
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A social demand equilibrium is a pair of functions δ(.), Λ(.) satisfying
(1)-(2). Aggregate demand is:

D(p,ϕ) =
Z
δ(p, u,ϕΛ(p, u,ϕ))dG(u) (3)

Let the aggregate supply function be S(p, t) with Sp, St > 0 where t repre-
sents an autonomous driver of supply. In equilibrium D(p,ϕ) = S(p, t). For
aggregate demand, omitting unnecessary arguments and using subscripts to
denote partial derivatives:

Dp =
Z
[δp(u) + ϕδϕ(u)Λp(p, u,ϕ)] dG(u) (4)

Dϕ =
Z
[δϕΛ(u) + δϕ(u) (Λ(p, u,ϕ) + ϕΛϕ(p, u,ϕ))] dG(u) (5)

Make the reasonable assumption that individual demands are downward-
sloping after allowing for external effects. Then Λp(p, u,ϕ) < 0 for all v and
thus Dp < 0. Assume that increasing the strength of the demonstration
effect has a positive impact on individual demands: Λϕ(p, u,ϕ) > 0 for all v
and thus Dϕ > 0. From (4), the effect of the social externality is to increase
the price elasticity of demand. Social externalities then amplify the effect
of price changes: as price falls, there is a direct increase in the individual�s
demand, but the consequent general increase in consumption also strengthens
the demonstration effect, which stimulates individual demand still further.
This process continues until a new equilibrium is reached. The effect of an
expansion in supply is therefore to reduce the fall in price and increase the
rise in consumption that would otherwise occur. If social interactions exist,
they have the consequence of reducing the effectiveness of supply-disruption
policies, so empirical evidence on their magnitude is important.
There are serious identiÞcation issues to be overcome in modelling the

impact of social externalities (the reßection problem of Manski 1993). Since
group norms are deÞned as averages of individual outcomes, it is impossible
to distinguish the effect of that average from the other factors underpinning
those outcomes. In dynamic models with lags in the formation of group
norms, the set of possible observable outcomes is richer and the identiÞcation
problem is resolved (Manski, 1993; Brock and Durlauf, 2000). This dynamic
setting is inherent to the behaviour studied here. We do not pursue the
identiÞcation issue formally, but rely on the dynamics of the drug use process
to justify the approach used here.
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It is difficult to capture empirically the inßuence of social externalities
without having detailed information on the behaviour of subjects� social con-
tacts. Instead, we use a macro-level proxy for the external inßuences acting
on the individual at the time when s/he is of age t:

Λt(pt, u,ϕ) ≈ f(z,At) (6)

where z is a set of observable variables governing the individual�s social lo-
cation and At is a macro-level index of drug use in society at large at the
time that the individual is at age t. Suitable indices of prevalence have been
constructed by Pudney (2001b) for a subset of the drugs considered here, us-
ing a time-series latent variable approach involving multiple indicators (drug
seizures; numbers of new addicts; numbers of drug-related convictions; and
BCS prevalence rates). The aggregates are plotted in Figure 1 and in some
cases (notably amphetamines, LSD and cannabis) follow a path that would
be difficult to capture using simple time trends. In the econometric modelling
discussed later, the relevant prevalence index is used in log form.2
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Figure 1 Indices of prevalence by drug type
(source: Pudney, 2001)

2For crack and ecstasy, we assume a prevalence of 0.5% of the 1995 level for the period
prior to 1989, during which the recorded indicators of drug use were non-existent or too
low to permit a positive estimate of prevalence.
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Price effects raise difficult measurement problems. The available data on
street prices of illicit drugs are sparse and not very reliable. They fall far
short of the quality of a conventional price index and are only available in
anything like consistent form for the period since 1988. The main source
is the UK National Criminal Intelligence Service, which gives rough ranges
of typical street prices in a few particular locations.3 To incorporate price
effects explicitly, we would require a sequence of past prices covering the
relevant past of people aged up to 30 in 1998. This would involve price
series going back to 1978 but only half of that period is available. Moreover,
given the inherent unreliability of price data, one can infer from available
data little more than a fairly steady downward trend in the real price of
the major illicit drugs over the 1988-98 period of roughly 3% per year. It
would be rash to attribute much signiÞcance to the large year-to-year or
between-area price variations. A further issue is supply constraints. Drugs
are illicit commodities, not routinely available to everyone. It is likely that
many individuals in the YLS sample will have been supply constrained for
signiÞcant periods. This is particularly important in the early part of drug
use careers, which are our concern. Given the incomplete and unreliable price
data and the unobserved but widespread quantity constraints on demand,
there is little point in attempting a standard type of demand analysis with
explicit use of price variables. Instead, we rely on the constructed prevalence
indices to act as proxies for consumption externalities, availability and also
price movements.

4 Sequential modelling

Table 1 suggests the possibility of extensive dynamic links between types of
illicit behaviour. It leaves open the possibility of causal chains going from tru-
ancy, etc. to soft drug use and on to hard drugs and serious crime. However,
these links may have no causal signiÞcance and might stem from the common
effect of unobserved psychological and sociological characteristics. If an indi-
vidual is predisposed towards illicit behaviours by some personal character-
istic, then there may be a tendency to observe involvement in truancy, crime
and drug use even without any direct causal connection between them. The

3See Pudney (2001a) for more detail.
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unobservable characteristics underlying these spurious associations might in-
clude such features as a disturbed family background, an under-developed
ability to appreciate the long-term consequences of current actions, or low
ability leading to under-achievement and alienation. Modelling the effect of
unobservable characteristics is inherently difficult and can only generate clear
results under strong assumptions. Nevertheless, it is worth attempting since
the results can give an indication of the potential importance of unobservable
factors and the robustness of results from simpler models.
Our analysis differs from the inßuential recent work of Fergusson and

Horwood (2000) who used prior experience of cannabis as an explanatory
factor in a proportional hazards duration model of the age of onset of use
of other illicit drugs. Firstly, the risk of onset of drug use and other types
of offending varies greatly with age in a non-monotonic fashion. Many of
the widely-used parametric survival models, such as the Weibull used by
Fergusson and Horwood may therefore be inappropriate. Secondly, age of
onset is recorded only as an integer, with the consequence that there are
very large numbers of �tied� durations, causing difficulties for the alternative
semi-parametric Cox regression model. Thirdly, the rapidly-changing preva-
lence of drug use introduces time-varying covariates linked to calendar time
rather than age. Finally, there may be persistent unobservable individual-
speciÞc effects which complicate the problem of inferring causal processes
from observed drug use/offending histories. The more ambitious analysis of
van Ours (2001), dealing with the dynamic interrelation between alcohol,
tobacco, cannabis and cocaine, uses a heterogeneous continuous-time dura-
tion model. Our approach is a little different. We analyse a wider range
of behaviours, including crime as well as drug use. We also consider only
the timing of onset and leave aside the issue of exit from these behavioural
patterns.4

For any given individual, consider an observation period that covers the
years from an initial age T0 (= 11) to the current observed age T1. There
are J different types of events: the Þrst use of each of the set of different
drugs; the Þrst episode of truancy and the Þrst criminal offence of two types:
minor and serious. Denote the ages at which these events occur by τ1...τJ .

4It is difficult both conceptually, and within the YLS questionnaire structure, to deÞne
a date of exit from crime or drug use. For many people, these are infrequent activities and
there is no obvious date at which they can be said to have been �given up�.
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If event j is not observed within the observation period, then τj is censored
at the arbitrary value T1 + 1. We assume that the occurrences of events
1...J are contemporaneously independent conditional on {xjt, uj}. This still
permits considerable dependence through lagged effects embodied in xjt and
through correlation in the joint distribution of u1...uJ . The probability of
the observed joint event (τ1...τJ) is Pr(τ1...τJ |X) = R

µ(uj)dG(u) where µ(u)
is the conditional probability Pr(τ1...τJ |X,u):

µ(u) =
JY
j=1

τj−djY
t=1

h
1− Φ(xjtβj + uj)

i
Φ(xjτj

βj + uj)
dj (7)

where X = {xjt , j = 1...J ; t = 1...T}. We allow the random effects u1...uJ
to have different variances and to be cross-correlated, by expressing the uj as
linear combinations of a set of underlying independent standardised variates:

u = Rε (8)

where R is a J × J loading matrix subject to a set of J(J − 1)/2 restric-
tions normalising R to be a lower-triangular matrix.5 The parameters are
estimated by maximising an objective function based on a second-order ex-
pansion of the log simulated likelihood function.6 This SML estimator is
consistent and asymptotically normal with covariance matrix given by the
usual inverse Hessian expression provided Q goes to inÞnity at least as fast
as n. We use Q = 50 replications in our calculations, which experience
with similar models suggests is adequate to make SML approximate true ML
adequately (see Mealli and Pudney, 1996).
Joint modelling of this kind encounters the curse of dimensionality, since

the number of parameters rises quadratically with J . We use a simpliÞed
structure with J = 6. Even so, an unrestricted model would involve 156
parameters. The construction of the aggregate categories is based loosely on
mean ages of onset and the results of a preliminary single equation analysis

5We do not give a formal analysis of the identiÞability of this model. However, the
theoretical results of Abbring and van den Berg (2000) indicate that the identiÞcation of
endogenous treatment effects is considerably less problematic in a duration setting than in
the usual 2-period discrete setting. In general, in their bivariate framework, identiÞcation is
achievable without the exclusion restrictions required in the conventional selection models.

6See Pudney (2000a) and Gouriéroux and Monfort 1996, page 45 for details, but note
the minor error in equation 3.4 in the latter.
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(Pudney 2000a). We distinguish glue/solvents from other soft drugs because
of its early age of onset and thus its potentially important role in initiation
to drug use. Ecstasy and cocaine are included in a single category because
of their relatively high age of onset and their much more socially acceptable
image than heroin and crack. The six categories Þnally speciÞed are: (i)
glue/solvent abuse; (ii) soft drug use (cannabis, amphetamines, LSD, magic
mushrooms, amyl nitrite); (iii) �social� drug use (ecstasy or cocaine); (iv) hard
drug use (heroin, crack, methadone); (v) minor offending (truancy, criminal
damage, arson, theft, dealing in stolen goods, cheque and credit card offences,
fraud and public Þghting); (vi) serious crime (theft of vehicles, robbery,
burglary and assault). The SML estimator for this model is computationally
demanding. Our strategy is to begin with the 1-factor model in which ε
contains a single random factor and the matrix R is a column vector. Then
a sequence of generalised models is estimated, with the number of random
factors in ε increased by 1 at each step. This process is terminated when the
addition of an extra factor leads to an insigniÞcant improvement according to
a simulated likelihood ratio criterion. By this criterion, the 1-factor results
dominated the 2-factor and are the ones discussed below.7 Full parameter
estimates are given in Pudney (2000a).
The YLS is not a panel survey, so characteristics summarising family

background are only observable at one point in time. These variables record
whether parents were absent from the family and their employment status at
the time of the respondent�s Þfteenth year of age or survey date, whichever
is earlier. Other variables describing the neighbourhood (inner city and/or
socially deprived); any family history of trouble with the police; and any
religious affiliation, are observable only at the time of interview. We in-
clude the relevant (log) prevalence variable as a covariate in the equations
for �soft� drugs, ecstasy/cocaine and �hard� drugs. For the remaining cate-
gories, a quadratic time trend approximates the effect of changing conditions
over time. In every case where it is available, the use of the prevalence vari-
able resulted in a better Þt that the time trend. Full parameter estimates
for this model are given in Pudney (2000a). The estimated parameters for

7A comparison of the likelihood values computed at a representative point conÞrmed
that the simulation approach delivers numerical accuracy comparable with Gauss-Legendre
quadrature (see Butler and Moffitt, 1982). Treating 40-point quadrature as fully accurate,
the simulated likelihood with Q = 50 gave a similar degree of accuracy to 20-point quadra-
ture. Standard software often uses quadrature based on as few as 12 points.
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the effects of past behaviour turn out to be generally smaller than in the
non-heterogeneous variant of the model. There is no signiÞcant impact of
early soft drug use on the hazard for hard drugs (crack, heroin, methadone),
although there is still a signiÞcant impact of soft drugs on the hazard for
truancy and minor crime. In contrast, the estimated impact of social and
family background and of general drug prevalence is stronger in the random
effects model.

5 The impact of personal characteristics

We use stochastic simulation to assess the impact of personal characteristics
on behaviour, examining four variations on a hypothetical baseline individ-
ual type: a white male with a favourable family/social background (both
parents present and in work, no family history of trouble with police, resi-
dent in non-deprived non-inner-city area) and living through a stable period
with low prevalence of drug use (10% soft drugs; 0.5% ecstasy/cocaine; 0.1%
hard drugs). The other four hypothetical individuals are deviations from this
base: (i) a disadvantaged background (absent non-working father, working
mother, family history of trouble with police, resident in deprived inner-city
area); (ii) female; (iii) Asian; (iv) strong drug culture (50% of the popula-
tion having ever used soft drugs, 8% ecstasy/cocaine and 2% hard drugs).
Three sets of simulations are presented. Table 2 is based on estimates of the
non-heterogeneous model (with R constrained to zero), while Tables 3 and
4 are based on the 1-factor random effects model. The simulation in Table
3 holds the random effects u Þxed at zero, while those in Table 4 allow u to
vary randomly across replications, representing a cross-section of individuals
of individuals with the same observable characteristics but differing predis-
positions. Simulations are done by generating 50,000 6×18 pseudo-random
matrices (6 drug/offending categories and 18 years from age 12 to 29). From
each of these we generate a personal history for each of the hypothetical
individual types. In Table 4, the random effects u are sampled from the
distribution G(u) = N(0,RR0). For the baseline, the tables give the propor-
tion ( bPj) of the replications yielding experience of drug or offence j and the
average age of onset (τ j) in those cases. For the other cases, Þgures quoted
are the differences from the baseline.
A disadvantaged social/family background is clearly the dominant inßu-
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ence on drug use and offending, with drug culture (as measured by preva-
lence) also extremely important. With the exception of a small but statis-
tically signiÞcant rise in the hazard rate for serious crime for blacks, the
inßuence of gender and ethnicity is to reduce the incidence of drug use and
offending in comparison with the baseline white male group. The ethnicity
results give no support for the common racial stereotype of the young black
criminal-drug user.

Table 2 Predicted % prevalence ( bPj) and mean age of onset
(τ j) for baseline individual and differences (∆ bPj, ∆τ j) relative
to the baseline (model without random effects)

Solv. Soft C & E Hard Minor Serious

Baseline bPj 4.6 46.2 13.5 1.6 68.6 9.2

white male τ j 14.4 17.0 19.8 19.0 14.6 15.2

Disadvant- ∆ bPj +26.1 +48.4 +28.6 +25.3 +31.1 +55.3

aged ∆τ j +0.4 -1.6 -0.5 +0.1 -2.1 +0.1

Female ∆ bPj -1.7 -14.0 -8.1 -0.9 -16.7 -7.5

∆τ j -0.2 +0.1 -0.1 -1.0 +0.2 -0.5

Asian ∆ bPj -2.2 -34.0 -10.7 +0.5 -20.7 -4.1

∆τ j -0.3 +0.3 -0.4 -2.0 +0.0 -0.7

Black ∆ bPj -3.7 -19.2 -8.5 -1.2 -2.2 4.8

∆τ j -0.0 +0.2 -0.0 -1.0 -0.1 -0.3

High ∆ bPj +10.6 +49.0 +43.5 +34.9 +19.2 +22.8

prevalence ∆τ j +0.5 -1.8 -0.8 -0.0 -0.1 +0.9

Table 2 appears to support an indirect drugs policy directed initially at
reducing social exclusion and disadvantage. However, causation is difficult to
establish in this non-experimental setting and it is important to explore the
robustness of these results to speciÞcation changes which allow for non-causal
association. The simulations of Tables 3 and 4 use the random effects model
and thus allow for unobservable factors representing a predisposition of some
individuals towards patterns of drug use and offending. The prevalence of
drug use and offending among the simulated individuals is generally much
higher in Table 4 (allowing for random variation in u) than in Table 3 (with
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u Þxed at 0). Thus drug use appears partly the result of intrinsic person-
speciÞc factors deviating from the statistical norm. There is a fair degree of
robustness in the unconditional predictions of the heterogeneous and non-
heterogeneous models (compare Table 2 with Table 4), contrasting with the
lack of robustness in the conditional causal predictions (compare Table 2
with Table 3). For the heterogeneous model, the simulated �causal� inßuence
of these variables can be found by making conditional simulations, holding u
Þxed at 0 (Table 3). The predicted impact of social disadvantage and general
drug prevalence on the hazard rates for soft and �social� drugs (cannabis,
amphetamines, etc. and cocaine/ecstasy) become considerably larger, while
their predicted impact for �hard� drugs (heroin, crack, methadone) is reduced.
This implies that individuals of statistically �abnormal� type (in terms of
their value of u) have a hard drug hazard that is more sensitive to adverse
social/family conditions than are more �normal� types. The reverse applies
for softer drugs.

Table 3 Predicted % prevalence ( bPj) and mean age of onset
(τ j) for baseline individual and differences (∆ bPj, ∆τ j) relative
to the baseline (random effects model; u set to 0)

Solv. Soft C & E Hard Minor Serious

Baseline bPj 1.2 36.6 1.7 0.0 67.1 5.5

white male τ j 14.7 18.2 20.6 16.7 14.8 15.2

Disadvant- ∆ bPj +25.5 +63.3 +62.4 +13.9 +32.9 +60.9

aged ∆τ j -0.3 -3.6 -1.4 +2.5 -2.7 -0.4

Female ∆ bPj -0.6 -16.9 -1.5 -0.0 -19.1 -4.8

∆τ j -0.2 +0.1 -0.2 +0.3 +0.2 -0.6

Asian ∆ bPj -0.7 -33.4 -1.7 +0.0 -23.4 -3.3

∆τ j -0.1 +0.1 -0.8 +0.6 +0.2 -0.5

Black ∆ bPj -1.0 -21.7 -1.6 -0.0 -1.7 +2.8

∆τ j +0.1 +0.2 -0.7 -16.7 -0.0 +0.1

High ∆ bPj +1.4 +60.6 +17.0 +3.8 +13.5 +11.2

prevalence ∆τ j -0.1 -2.2 -0.3 +2.1 -0.2 +0.2
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Table 4 Predicted % prevalence ( bPj) and mean age of onset
(τ j) for baseline individual and differences (∆ bPj, ∆τ j) relative
to the baseline (random effects model; u generated as N(0, I))

Solv. Soft C & E Hard Minor Serious

Baseline bPj 7.0 43.7 13.1 2.6 64.7 9.9

white male τ j 14.3 16.9 19.3 18.5 14.5 15.2

Disadvant- ∆ bPj +27.5 +48.0 +43.6 +28.3 +34.5 +52.7

aged ∆τ j -0.6 -2.3 -1.7 -1.7 -2.2 -0.9

Female ∆ bPj -2.5 -11.1 -6.8 -1.4 -15.1 -7.9

∆τ j +0.1 +0.3 +0.4 +0.1 +0.3 -0.0

Asian ∆ bPj -2.4 -30.0 -10.1 +0.4 -18.9 -4.7

∆τ j +0.2 +0.9 +0.5 -0.5 +0.3 -0.1

Black ∆ bPj -4.5 -15.5 -9.1 -2.0 -1.2 +3.9

∆τ j +0.2 +0.5 +0.4 +0.1 +0.0 +0.0

High ∆ bPj +2.7 +38.4 +17.5 +15.4 +10.0 +12.5

prevalence ∆τ j -0.1 -1.5 -0.7 -1.1 -0.2 -0.2

6 The gateway effect

The gateway effect is the increase in hazard rate for onset of hard drug
use induced by prior use of soft drugs after controlling for observed and
unobserved characteristics. Figures 2-6 illustrate the estimated gateway ef-
fect, showing the abstention or survivor probability Pr(τj > t|xj1...xjt, uj) =Qt
s=1

h
1− Φ(xjsβj + uj)

i
plotted against age t. Each panel shows four cases:

(i) the baseline white male in favourable circumstances and no previous expe-
rience of drugs or offending; (ii) similar, except for early (age 12) experience
of the relevant drug or offence; (iii) a white male with absent father and
working mother, living in a deprived inner-city area at a time of high drug
prevalence but no personal history of drugs or offending; and (iv) similar
but with early experience of the relevant drug or offence. There are thirty
possible plots corresponding to the effect of each of the six drugs/offences on
the other Þve. We show only the Þve for which there is a signiÞcant posi-
tive gateway coefficient in the random effects model. The preferred random
effects speciÞcation is used, with uj set to zero.
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Figure 2 The effect of prior truancy/minor crime on the
abstention probability for hard drugs

Figure 3 The effect of prior soft drug use on the abstention
probability for cocaine/E
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Figure 4 The effect of prior soft drug use on the abstention
probability for truancy/minor crime

Figure 5 The effect of prior serious crime on the abstention
probability for truancy/minor crime
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Figure 6 The effect of prior truancy/minor crime on
the abstention probability for serious crime

Note that, in Figure 2 the abstention probability is essentially unity for
hard drugs in the low-risk case, so only one pair of curves appears. The most
substantial gateway effects are for the two categories of crime into hard drugs
and other crime (Figures 2, 5, 6). There is evidence of a smaller gateway
from soft drug use into ecstasy/cocaine and minor crime(Figures 3, 4), but
these effects are small compared to those of age and social background. 8

Figures 2-6 ignore possible indirect effects of the use of one drug on sub-
sequent use of another via intermediate drug types. Table 5 gives a fuller
picture using stochastic simulation. We Þrst simulate a complete offending
history for the age range 11-30 for each individual in the YLS sample This
is then repeated (re-using the same set of pseudo-random variates), but with
the hazard rate for one of the drug categories constrained to be zero. The
result is then compared with the baseline. The comparison is done for each
drug/offending category in turn. The random-effects model is used and, to
make the results representative of the YLS target population, we use a fresh
draw of the random effect u for each individual (held constant across all
simulations for that individual). The comparisons give an assessment of the

8Pudney (2000a) compares these with analogous plots for the non-hereogeneous model.
This reveals that selection bias greatly exaggerates the gateway effect.
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causal impact, or gateway effect, of each type of drug use/offending on oth-
ers after controlling for the inßuence of unobservables. The gateway effects
turn out to be moderate.9 Although there are statistically signiÞcant posi-
tive effects in 8 of the 30 possible cases, these impacts are small and there is
little convincing evidence of quantitatively important causal pathways lead-
ing from one type of drug use to others. According to these results, if we
were somehow to Þnd a policy that would totally remove soft drugs from
the scene, the largest statistically signiÞcant impact would be a reduction of
around one third in the prevalence of cocaine / ecstasy use. Hard drug use
would rise by an (insigniÞcant) 8%.

Table 5 Impact of early experience of solvent abuse, soft
drugs, truancy or crime on subsequent behaviour

Effect on use of ... Solv. Soft E/coc Hard Tru. S.crime

Baseline case bPj 8.2 40.2 11.7 2.5 55.9 9.1

τ j 14.1 16.7 19.2 17.9 14.0 14.9

Effect of removal of risk arising from ...

...Glue/solvents ∆ bPj - -0.2 +1.1 +0.6 +0.0 +0.1

∆τ j - +0.0 -0.2 +0.2 +0.0 +0.0

...Soft drugs ∆ bPj +0.7 - -3.8 -0.2 -0.6 +0.2

∆τ j +0.2 - -0.5 -0.4 -0.0 +0.1

...Ecstasy/cocaine ∆ bPj +0.2 +0.0 - -0.3 +0.1 +0.0

∆τ j +0.0 -0.0 - -0.6 +0.0 +0.0

...Hard drugs ∆ bPj +0.0 +0.1 +0.2 - +0.0 +0.1

∆τ j +0.0 -0.0 -0.0 - -0.0 +0.1

...Truancy, minor ∆ bPj -2.0 -1.3 +0.9 +0.8 - -3.3

crime ∆τ j -0.2 +0.0 -0.0 +0.1 - -1.0

...Serious crime ∆ bPj -0.2 +0.2 +0.3 +0.1 -0.2 -

∆τ j +0.0 +0.0 -0.1 +0.2 -0.0 -

9For the non-heterogeneous model, estimated without random effects, analogous sim-
ulations indicate misleading large gateway effects for truancy and minor crime, with par-
ticularly large reductions in the prevalence of all types of drug use (see Pudney 2001a).
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7 Conclusions

We have applied discrete statistical duration methods to data from the 1998
Youth Lifestyles Survey to investigate the age of onset of various types
of crime and illicit drug use. The YLS data suggest at Þrst sight that
there are widespread and strong links between early experience of minor
offending/drug use and later involvement in more serious crime and drug
abuse. However, this is not a robust Þnding. After allowing for unobservable
individual-speciÞc random effects, the estimates of these dynamic impacts
are reduced considerably and remain small even where statistically signiÞ-
cant. This is in line with the results of analogous work by van Ours (2001)
using data from Amsterdam. The estimated impacts of social, family and
cultural factors are much more important. The background �drug culture� of
society, as proxied by aggregate drug prevalence trends, is also a dominant
inßuence.
The policy implications of these Þndings are important. There is little

support for a policy directed at reducing exposure to soft drugs. Our best-
Þtting statistical model suggests that the impact of even the most effective
anti-soft drug policy imaginable would not make a noticeable difference to
hard drug use. Our results suggest instead that an effective policy directed at
reducing the extent of social deprivation may have a better chance of success.
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