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1 Introduction

The Mundell-Fleming-Dornbusch (MFD) model remains the dominant paradigm for
the analysis of international monetary policy issues. At its core is the intuitive notion
that exchange rate changes redirect global expenditure through the price of imports.
Like the MFD approach, recent work on "The New Open Economy Macroeconomics"
(NOEM) builds in pricing frictions and studies their implications for the dynamics of
exchange rates, trade balances, and other macroeconomic variables. However, while
introducing better microeconomic foundations, the NOEM literature has not really
produced "an old wine in a new bottle"1: the canonical NOEM model has only a
marginal expenditure-switching effect and has many other empirical predictions that
differ sharply from both MFD model and the observed empirical evidence. Further,
both MFD and NOEMmodels have been criticized because of ad hoc pricing elements.
The MFD framework keeps prices fixed for the duration of the analysis or adopts
mechanical price adjustment rules, while optimizing price setters can only change the
magnitude, but not the timing of adjustments in the NOEM literature.

We introduce elements of state-dependent pricing and strategic complementarity
within an otherwise standard NOEM model, and develop its implications for the dy-
namics of real and nominal economic activity. In contrast with previous NOEM work,
complementarity in the timing of price adjustment dramatically alters an open econ-
omy’s response to monetary disturbances. Under a traditional Producer-Currency-
Pricing (PCP) environment, our model delivers key international features following a
domestic monetary shock: (i) a high international output correlation relative to con-
sumption correlation, (ii) a delayed surge in inflation across countries, (iii) a delayed
overshooting of exchange rates, and (iv) a J-curve dynamic in the domestic trade
balance. Overall, our open economy macroeconomic model is therefore consistent
with many aspects of international economic fluctuations, while at the same time
sharing the central pricing elements of international trade that motivated the MFD
approach. In parallel, our model emphasizes the expenditure-switching effect as an
important channel of international monetary policy transmission and consequently
keep the spirit of Mundell (1963), Fleming (1962), and Dornbusch (1976) within the
confines of the microfounded dynamic general equilibrium approach2.

The remainder of the paper is organized as follows. Section 2 describes the model.
Section 3 discusses the model’s solution and parametrization. Section 4 analyzes the
endogenous evolution in the distribution of prices in response to a monetary shock,
and describes the way this distribution influences international economic activity. It
also contrasts the implications of our model with its corresponding time-dependent
counterpart which is used as a reference case because of its popularity in the current
literature. Section 5 concludes.

1As for the title, this expression was inspired from Phelps and Taylor (1977)’s reformulation of a
Keynesian doctrine within a rational expectations framework.

2A longer version of this paper including the correlation moments, and model’s extensions that al-
low for Pricing-to-Market/Local-Currency-Pricing environment, interest rate rules, and international
financial market incompleteness is available upon request.
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2 Structure of the Model

The NOEM builts small scale dynamic general equilibrium models for open economy
macroeconomics and is the departure point of our work3. The world economy consists
of two countries each having (i) a representative infinitely lived household, (ii) a
continuum of firms indexed on the unit interval, and (iii) a monetary authority. In
what follows, each variable is represented by a country’s specific subscript (i.e.: 1 and
2 for Country 1 and Country 2 respectively). When three subscripts are attached to
a single variable, the first and second ones denotes the country of production and the
country of consumption respectively, while the last subscript defines time.

2.1 The Households

Households are identical across countries except for a local bias introduced in con-
sumption. They demand consumption goods produced in both countries and supply
factors of production on a competitive basis. Households in both countries maximize
the following time separable objective function defined over consumption goods (c)
and leisure (1− n):

E0

∞X
t=0

βtu (ct, nt) (1)

where β is the subjective discount factor and u (ct, nt) is the momentary utility func-
tion with characteristics uc > 0, ucc < 0, un > 0, and unn > 0. These characteristics
imply that u(c) is increasing and concave, and that v(n) is increasing and convex.
Concavity of u(c) indicates diminishing marginal utility of consumption, while con-
vexity of v(n) suggests increasing marginal disutility from labour supply. More specif-
ically, our momentary utility function, separable in consumption and leisure, has the
following form, where σ represents the intertemporal elasticity of substitution and φ
represents the elasticity of labour supply:

u (ct, nt) =
1

1− σ
c1−σt − χ

1 + φ
n1+φt (2)

We assume that households prefer to consume locally produced goods. This fea-
ture generates movements in relative prices and reinforces the terms of trade as an
important channel through which country’s specific output movements affects wel-
fare: following a decline in imported good prices, households do not fully substitute
domestic for imported goods in their consumption basket. Instead, households con-
sume a relatively fixed basket with a fraction (1− o) of domestic goods, and the
remaining o of foreign goods. This specification is consistent with the data since the
ratios of import to GDP are relatively stable in the long-run. We let the parameter

3Famous examples include Betts and Devereux (2000), Chari, Kehoe, and McGrattan (2002),
Kollmann (2001), Bergin and Feenstra (2001), and Obsfeld and Rogoff (1995, 2000).
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o determines the degree of openness in the steady-state, and ι the elasticity of sub-
stitution between domestic and imported goods. The consumption indices for both
countries are defined as:

c1,t =

µ
(1− o1)

1
ι c

1−ι
ι
1,1,t + o

1
ι
1 c

1−ι
ι
2,1,t

¶ ι
1−ι

(3)

c2,t =

µ
(1− o2)

1
ι c

1−ι
ι
2,2,t + o

1
ι
2 c

1−ι
ι
1,2,t

¶ ι
1−ι

In this context, the optimal allocations between domestic and imported consumption
are represented by the following equations

c1,1,t = (1− o1)
³
P1,t
I1,t

´−ι
c1,t c2,1,t = o1

³
StP2,t
I1,t

´−ι
c1,t (4)

c2,2,t = (1− o2)
³
P2,t
I2,t

´−ι
c2,t c1,2,t = o2

³
P1,t
StI2,t

´−ι
c2,t

which depend on overall consumption, domestic and imported producer price indices
(thereafter PPIs) denoted by P , overall consumer price indices (thereafter CPIs)
denoted by I, and on the nominal exchange rate S defined as the price of one unit of
foreign currency in terms of the domestic currency.

Furthermore, our benchmark economy evolves under complete domestic and in-
ternational financial markets. This implies that households can freely reallocate risk
through a complete set of state-contingent nominal bond b and corresponding sto-
chastic discount factor D, such that Et[Dt+1bt+1] =

P
st+1

ρ(st+1) ·D(st+1|st)b(st+1)
where ρ(st) denotes the probability of the state of nature st. The households also
receive nominal wages W from labour services, and a series of dividend payments Z
from firms. The sequence of intertemporal budget constraints can be represented in
terms of aggregates as:

I1,tc1,t +Et[Dt+1b1,t+1] ≤ b1,t +W1,tn1,t + Z1,t (5)

I2,tc2,t +Et[Dt+1b2,t+1] ≤ b2,t +W2,tn2,t + Z2,t

We assume that prices are set in the currency of the producer and that there is no
impediment to trade so that the law of one price holds. In this environment, house-
holds choose an amount of consumption, labour, and portfolio holdings to maximize
their lifetime utility (1) subject to a sequence of intertemporal budget constraints (5)
and allocation of time. The maximization problem implies the following risk sharing
condition with the real exchange rate defined as qt = St · (I2,t/I1,t) and a constant
reflecting initial wealth differences κ:

qt = κ · λ2,t
λ1,t

(6)

That is, the existence of complete financial markets implies that the ratios of marginal
utilities of consumption λ are equalized across countries so that levels of consumption

4



defined in (3) differ only to the extent that the real exchange rate deviates from its
steady-state value4. Finally, the level of nominal aggregate demand is governed by
a money demand relationship of the form Mt/It = ct along with country specific
monetary policies.

2.2 Strategic Complementarity and Demand Functions

We introduce strategic complementarity among individual firms by allowing for vari-
able demand elasticity through the curvature of demand curves. This approach is
consistent with microeconomic evidence suggesting that competitors’ actions play a
central role in the behaviour of price adjustments5: when setting their prices, firms
are influenced by other firms with which they must compete6. On theoretical grounds,
this concept has been introduced by Stiglitz (1979), Ball and Romer (1990), and Kim-
ball (1995), and more recently within the NOEM literature by Bergin and Feenstra
(2001), and Bouakez (2005). However, as opposed to the NOEM literature where the
timing of price adjustment is fixed, the interaction of strategic complementarity and
state-dependent pricing implies that firms can coordinate their actions by paying a
fixed menu cost.

2.2.1 Demand Aggregators and Firm’s Relative Demand

We follow the approach outlined by Kimball (1995) and consider the following general
expenditure minimization problem for each country:

min
d(z)

Z 1

0
P (z)d (z) dz subject to

Z 1

0
Γ (d (z) /d) dz = 1 (7)

where d represents country specific aggregate demand for goods which is implicitly
defined by a demand aggregator Γ such that an aggregate producer price index P
holds for each country. In this environment, each firm produces a differentiated
product such that P (z) identifies the price of the good charged by an individual firm
z with corresponding relative demand d (z) /d. Moreover, our specific aggregator Γ
is an increasing and concave function reflecting diminishing demand elasticity, and
is defined over the parameters η and γ which govern the curvature of the demand

4Deviations in the real exchange rate are allowed by the local consumption bias introduced in
preferences.

5Examples include Amirault, Kwan, and Wilkinson (2004) for Canada, Bills and Klenow (2004),
Klenow and Krystov (2005), and Blinder (1994) for the United States, as well as papers presented
at the "Inflation Persistence in the Euro Area" at the European Central Bank in 2004 for Europe.

6The literature typically assume that firms faced a constant elasticity of demand. This assumption
implies that the optimal price-setting rule is a constant markup over marginal cost. Therefore, cost
considerations become central to a firm’s price setting decision leaving little room for interactions
between competitors. The constant elasticity counterpart is exploited in Landry (2003, 2004).
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function7 (derivation of the following equations are provided in Appendix A):

Γ (d (z) /d) =
1

(1 + η) γ
[(1 + η) (d (z) /d)− η]γ −

·
1 +

1

(1 + η) γ

¸
(8)

This demand aggregator implicitly defines firm’s relative demand as the ratio of firm z
in a country specific aggregate demand d, and is a fuction of individual and aggregate
prices:

dt (z)

dt
=

dt (z)

dt

µ
Pt(z)

Pt
, η, γ

¶
(9)

2.2.2 Price Indices

The PPIs are given as a weighted sum of prices over individual firm ratios

P1,t =

Z 1

0
P1,t (z) (d1,t (z) /d1,t) dz (10)

P2,t =

Z 1

0
P2,t (z) (d2,t (z) /d2,t) dz

and the CPIs follow a weighted sum of domestic and imported good prices

I1,t =
³
(1− o1)P

1−ι
1,t + o1 (StP2,t)

1−ι
´ 1
1−ι (11)

I2,t =
³
(1− o2)P

1−ι
2,t + o2 (P1,t/St)

1−ι
´ 1
1−ι

As in the Mundell-Fleming-Dornbusch model, the expenditure-switching effect arises
as movements in the nominal exchange rate alter the price of imports faced by con-
sumers, and in turn the composition of CPIs.

2.3 The Firms

There exists a continuum of monopolistically competitive firms located on the unit
interval and indexed by z in each country. At any date t, a firm is identified by its
current price Pt(z), and its current menu cost of price adjustment ξt(z) ∈

£
0, B

¤
. The

menu cost is denominated in labor hours and drawn from a time-invariant distribution
G(ξ) common across all country specific firms. Since the indices z are uncorrelated
over time, and there are no other state variables attached to individual firms, all
country specific price adjusting firms choose the same optimal price P ∗t . We restrict
ourselves to environments with positive steady-state inflation rates so that the benefit
of price adjustment becomes infinitely large as the number of periods for which the
price has been fixed grows. Given that the support of the distribution G(ξ) is finite,
there exist a finite fractions of firms sharing a common price in each country denoted
by J1 and J2 and defined as vintages.

7A nice property of this specification is that the Dixit and Stiglitz aggregator is a special case
represented by η = 0.
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2.3.1 Production and Demand

In this environment, labor used for price adjustment is denoted na(z) and labor
used for production is denoted ny(z) such that na(z) + ny(z) = n(z). Technology is
linear in labour, and firms are subject to a common country specific stochastic total
productivity factor a such that production by an individual firm is represented by
yt(z) = atn

y
t (z).

Using (4), aggregate demand d is determined by domestic and exported consump-
tion

d1,t = (1− o1)

µ
P1,t
I1,t

¶−ι
c1,t + o2

µ
P1,t
StI2,t

¶−ι
c2,t (12)

d2,t = (1− o2)

µ
P2,t
I2,t

¶−ι
c2,t + o1

µ
StP2,t
I1,t

¶−ι
c1,t

such that production by an individual firm corresponds to a fraction of its country
aggregate demand

y1,t(z) =
d1,t (z)

d1,t

µ
P1,t(z)

P1,t
, η, γ

¶
· d1,t (13)

y2,t(z) =
d2,t (z)

d2,t

µ
P2,t(z)

P2,t
, η, γ

¶
· d2,t

Equations (13) illustrates that production by an individual firm depends on its price
relative to other domestic firms (PPI), and on its country specific aggregate demand
(12) which is determined by the degree of openness, the elasticity of substitution
between domestic and imported goods, the currency adjusted PPI to CPI ratios, and
aggregate domestic and foreign consumption.

2.3.2 Pricing Policy

In both state- and time-dependent pricing frameworks, the firm’s optimal decision can
be represented using a dynamic programming approach: given the level of technology,
demand (13), the current menu cost of price adjustment ξ(z), the current real price
relative to domestic CPI i(z) = P (z)/I which is the appropriate price in the firm’s
decision making, and the prevailing real wage rate w, individual firms decide whether
or not to adjust their prices with respect to a state vector s. Accordingly, each
individual firm has a real value function of the form:

v (ijt, ξt|st) = max
½

vjt = π (ijt|st) + βEtΛt,t+1v
¡
ij+1,t+1, ξt+1|st+1

¢
v0t = maxi∗t π (i

∗
t |st) + βEtΛt,t+1v

¡
i∗t+1, ξt+1|st+1

¢− wtξt

¾
(14)

with the value if the individual firm does (v0t) or does not (vjt) adjust, and real
profits π defined as

π (ijt|st) = (ijt − ψt) · yjt (15)
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In these functions, Λt,t+1 = λt+1/λt denotes the ratio of future to current marginal
utility and is the appropriate discount factor for future real profits, and ψt represents
real marginal cost which is equal to ψt = wt/at. Equation (14) shows that the firm
must weight the current and future benefits of adjusting its price versus the status-
quo. Firms that decide to adjust set prices optimally and choose cost-minimizing
levels of input. Firms that decide not to adjust prices take their output as given
and simply choose input to minimize cost. In this environment, the country specific
endogenous adjustment fractions αj,t are determined by the menu cost of the marginal
firms being just equal to the value gained such that

ξ (αj,t) · w (st) = v0,t(st)− vj,t(st) (16)

Finally, the dynamic program (14) implies that the optimal price satisfies an
Euler equation that involves balancing pricing effects on current and expected future
profits. That is, as part of an optimal plan, price adjusting firms choose a prices that
satisfy

0 =
∂π (i∗t , st)

∂i∗t
+ βEt

"
Λt,t+1 ·

∂v
¡
i∗t , ξt+1, st+1

¢
∂i∗t

#
. (17)

Iterating the Euler equation (17) forward, the country specific firm optimal prices
can be expressed as an explicit function of current and expected future variables:

P ∗1,t =
PJ1−1

j=0 βjEt

£
Ω1,j,t,t+j · Λ1,t,t+j · �1,j,t+j · ψ1,t+j · P1,t+j · d1,j,t+j

¤PJ1−1
j=0 βjEt [Ω1,j,t,t+j · Λ1,t,t+j · (�1,j,t+j − 1) · P1,t+j/I1,t+j · d1,j,t+j ]

P ∗2,t =
PJ2−1

j=0 βjEt

£
Ω2,j,t,t+j · Λ2,t,t+j · �2,j,t+j · ψ2,t+j · P2,t+j · d2,j,t+j

¤PJ2−1
j=0 βjEt [Ω2,j,t,t+j · Λ2,t,t+j · (�2,j,t+j − 1) · P2,t+j/I2,t+j · d2,j,t+j ]

(18)

where Ωj,t,t+j represents the probability of non-adjustment from t to t+j8, and �j,t+j
denotes the elasticity of demand facing the individual firm. Accordingly, the optimal
price is a fixed markup over real marginal cost if the demand elasticities, the price
levels, and real marginal cost are expected to be constant over time.

The optimal pricing rules (18) are generalizations of the types derived in NOEM
models with exogenous probabilities. They also represent an open economy version of
the state-dependent pricing rules of Dotsey, King, and Wolman (1999), and Dotsey
and King (2005), in which foreign economic conditions and the nominal exchange
rate enter the decision of the value maximizing firms, and henceforth influence the
endogenous adjustment probabilities. The pricing rules illustrate that optimal prices
vary with adjustment probabilities, discount factors, demand elasticities, real mar-
ginal costs, domestic PPIs and CPIs, and current and expected future demand (which
include global consumption, domestic and foreign CPIs, domestic PPIs, and the nom-
inal exchange rate). In this environment, firms are forward looking when choosing an

8That is Ωt,t+j = (1− αj,t+j) · (1− αj−1,t+j−1) · ... · (1− α1,t+1).
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optimal price because price changes are costly. Therefore, (i) if firms expect future
global demand or domestic CPI to be high, they will set a higher price so that near
future inflation leaves the optimal price closer to maximizing static profit, (ii) if firms
expect future real marginal costs to be high, they will similarly set a higher price so
that they do not sell at a loss immediately after the price adjustment, (iii) elasticities
of demand are introduced in a time-varying manner and depend on the state of the
economy such that the pricesetting firm must foresee itself at different positions on
the demand curve, and finally (iv) adjustment probabilities also enter in the optimal
pricing rules in a time-varying manner and depend on the state of the economy. In
particular, these adjustment probabilities modify the discount factors such that if the
pricesetting firms expect future adjustment probabilities to be high, they will weight
more heavily their current beliefs of global economic conditions.

2.4 General Equilibrium

In this environment, the aggregate state of the economy at time t is a vector st =
(M1,t,M2,t, Θ1,t,Θ2,t), where M represents the exogenous state variables (country’s
specific money supply process), and Θ represent the evolution of producer prices
within each country (country’s specific vector of prices and corresponding density
distribution of firms across prices). Given the aggregate state, a general equilibrium
for the economy is a collection of sequences satisfying a set of equilibrium conditions: a
collection of allocations for consumers c1,t, n1,t, b1,t+1 and c2,t, n2,t, b2,t+1, a collection
of allocations and price for firms y1,t(z), n1,t(z), P1,t(z) and y2,t(z), n2,t(z), P2,t(z),
and a collection of prices P1,t, I1,t,W1,t,D1,t+1 and P2,t, I2,t,W2,t,D2,t+1 such that (i)
consumers maximize their utilities, (ii) firms maximize their values, and (iii) aggregate
consistency conditions hold. These aggregate consistency conditions include market
clearing conditions in the goods and labor markets, and consistency for the time-
varying distributions of firms in each country.

3 Solution and Parametrization

We use numerical methods to solve the model and quantitatively evaluate its behavior.
First, we compute separately the steady state equilibrium of each country by imposing
trade account balance to the long-run behavior of the model9. The steady-state
equilibrium for this economy involves the lowest values of vintages that generates
unconditional adjustment by all firms in each country. Second, we take a linear
approximation of the behavioral equations around the steady state equilibrium and

9In the case of PCP, each country is isolated from its trading partner level of inflation by the
nominal exchange rate in the steady-state. Therefore, the aggregate consistency condition in the
goods market is equivalent to its closed economy counterpart. This result does not hold in the case
of a Pricing-to-Market structure where the levels of inflation rate differ. The implications of such
pricing structure is explored in Landry (2004).
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compute the resulting linear rational expectations equilibrium using an algorithm
developed by King and Watson (1998).

3.1 Benchmark Parametrization

Parameter values governing: Country 1 Country 2
Preferences
β Discount rate 0.99 0.99
σ Intertemporal elasticity of substitution 0.25 0.25
φ Elasticity of labour supply 0.05 0.05
n Fraction of time working 0.20 0.20
Demands
γ Demand curvature 1.02 1.02
� Elasticity of demand at 1 10 10
Countries
s Country’s relative size 0.91 0.09
o Degree of openness 0.035 0.35
ι Elasticity of substitution - Country 1 1
Monetary policies
µ Steady-state money growth rate 0.04 0.04
ρ Autocorrelation of the money growth process 0.50 0.50

Table I: Benchmark Parametrization

The benchmark model is composed of two countries. Without lost of generality,
we choose to replicate some key features of two economies that form an almost closed
system, and share similar economic structures and levels of technology. The first
feature is essential from the description of the model, while the second feature is
primary chosen because of the nature of the paper which emphasizes the effects
of money on international comovements. With more than 80 percents of Canada’s
exports entering the United States, the trade relationship between Canada and the
United States forms the benchmark parametrization of our model10.

The benchmark parametrization is presented in Table I. We use parameter values
generally accepted in the macroeconomic and open economy literature. The time
frequency of the model corresponds to a quarter of a year. The subjective discount
factor β implies an annual real rate of return of 4.1 percent. We choose preference
parameter values that produce a low elasticity of marginal cost with respect to real
output by setting the parameter governing the degree of risk aversion σ to 0.25, and
the parameter governing the elasticity of labour supply φ to 0.05. Those parameters

10Altering country sizes and other reasonable parameter values do not change the general results.
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generates an elasticity of marginal cost of approximately 0.311. Agents work 20
percent of their time endowment. Country 2 (Canada) is characterized by a degree
of openness o of 35%, and represents 1/11 of the world’s labour force. The former
correspond roughly to the share of imports to GDP in Canada, while the latter
corresponds to the ratio of Canada to U.S. GDP12. We set the elasticity of substitution
between domestic and imported consumption goods ι to unity. Bergin (2004) offers
empirical evidence from macro-level data which supports this common practice in
the literature. Finally, we assume that the two countries share similar levels of
productivity by setting a to 1.

3.2 Monetary Policies

The monetary policy rules are specified as exogenous money supply rules13. More
specifically, the nominal money supply growth follows an autoregressive process in
both countries

∆M1,t = ρ1∆M1,t−1 + ε1,t (19)

∆M2,t = ρ2∆M2,t−1 + ε2,t

where εt are normally distributed zero-mean disturbances. Previous researchers, such
as Grilli and Roubini (1995), evoke the possibility of policy endogeneity across coun-
tries. However, recent research, including Kim (2001) and Bergin and Jordā (2002),
found no substantial endogenous reactions by OECD monetary authorities from U.S.
monetary shocks. For our benchmark economy, we follow the latter, and assume
that monetary policy shocks are not correlated across economies. Finally, we set the
steady-state money growth rate to 4 percent, and the autoregressive coefficient on
the money growth rate ρ to 0.5 in each country.

3.3 Demand Structure and Adjustment Costs

The variable elasticity demand curve is parametrized by choosing a value of η so that
demand curves have an elasticity of 10 at d (z) /d = 1. Restricting γ to take a value
of 1.02 implies that a 1.5 percent increase in price decreases demand by 20 percent,
which is somewhere between what is assumed by Kimball (1995), and Bergin and
Feenstra (2001)14.
11Given that the households efficiency condition is wt = cσt n

φ
t , and that consumption and labor

are approximately equal to output, the elasticity of marginal cost is approximately equal to σ + φ.
12 Identical solutions were given by the model’s simulation using different aggregation approaches.

In the first case, which is what is reported here, we aggregate country sizes by their labour force.
That is, we kept the number of firms identical in each country and normalize individual firm’s output.
In the second case, we aggregate country sizes by their relative number of firms consistent with their
given labour force. Identical solutions are consistent with the way we modeled the supply side.
13This choice is arbitrary but consistent with recent reseach in open economy macroeconomics.

The model can easily accomodates other monetary policy rules, such as interest rate rules.
14Dotsey and King (2005) contrast the marginal revenue, elasticity and profit implications of the

variable elasticity of demand curve used in this paper to a constant "Dixit and Stiglitz" elasticity of
demand curve.
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Quarter(s) since last adjustment
0 1 2 3 4 5 6

αj Probability of adjustment – 0.04 0.11 0.22 0.39 0.67 1
ωj Population density 0.25 0.24 0.21 0.17 0.10 0.03 –

Table II: Stationary distribution of firms across countries

The remaining parameters involve the distributions of adjustment cost which,
alongside the demand functions, determine the timing and distribution of prices. Ta-
ble II displays the steady-state fractions of price adjusting firms as well as the popu-
lation density associated with the parametrized model for both countries15. The cho-
sen adjustment cost structure leads to a steady-state hazard function that is roughly
quadratic in the log relative price deviation as suggested by Caballero and Engle
(1993)16. It implies an average age of prices of 1.72 quarters, and an expected price
duration of 4 quarters under the steady-state inflation rate of 4 percent. Together, the
demand and adjustment cost specifications provide a good approximation of the main
features governing the pattern of price adjustments and pricing policies observed in
OECD economies.

4 International Dynamics

In this section, we analyze the model responses to a monetary policy shock, and con-
trast these responses with those from a time-dependent variant more closely related
to standard NOEM work. We subject Country 1 to a monetary policy shock in which
the money stock increases on impact by 1 percent and then gradually increases to 2
percent above its initial value. The following figures display the impulse response of
microeconomic and macroeconomic aggregates over an horizon of 20 quarters. The
solid lines represent our state-dependent version of the model, while the dashed lines
represent the corresponding time-dependent model. The time-dependent model is
calibrated so that the fractions of price adjusting firms is held fixed at steady-state
values. To get a better understanding of the mechanism through which money affects
international economic activity, we start by exploring the reaction of individual firms
to the monetary policy shock and then turn to the aggregate implications.

4.1 Firms’ Reactions to a Monetary Shock

4.1.1 Firms’Adjusting Fractions

Figure 1 displays firms’ reactions following the monetary shock. A novel feature of
the state-dependent pricing open economy model is the evolving distribution of price
15Choice of the adjustment cost parameters are detailed in Appendix B.
16 In the steady state logP ∗t − logP ∗t−j = j · log π.
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Figure 1: Firms’ Reactions

adjusting firms across countries. Looking at the top row of the figure, we observe that
Country 1 experiences an increasing number of price adjusting firms: raising product
demand increases the value of price adjusting firms, and consequently induces a larger
fraction of firms to reset their prices. In contrast, Country 2 experiences a decreasing
number of price adjusting firms: the monetary shock generates an appreciation of the
foreign currency and lowers product demand. In turn, the value of price adjusting
firms decreases and a smaller fraction of firms opt to adjust prices.

Notice that movements in adjusting fractions are relatively smooth: the introduc-
tion of variable elasticity demand curves within a state-dependent pricing framework
does not allow for immediate deviations in the fractions of price adjusting firms17.
Initially, the monetary shock translates very little to prices because firms are not
willing to price differently from one another. However, over time, rising movements

17This is in sharp contrast with a Dixit and Stiglitz demand specification exploited in Landry
(2003, 2004).
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in price levels enforce the extent of adjustment of individual firms and consequently
result into increasing movements in fractions of price adjusting firms across coun-
tries. Altogether, these smooth movements in the distributions of price adjusting
firms heavily influence the dynamics of aggregate prices, and are responsible for the
novel responses of aggregate economic activity: in sharp contrast to the NOEM lit-
erature, movements in aggregate prices are relatively slow and therefore much closer
to the MFD pricing framework.

4.1.2 Firms’ Optimal Prices

Associated with movements in adjusting fractions are the optimal prices depicted in
the bottom row of Figure 1. In contrast to its time-dependent counterpart, optimal
prices in a state-dependent environment react very weakly to the monetary shock:
the initial price responses are almost absent. On the one hand, the forward looking
pricesetting firm would prefer to raise its price in light of the monetary policy shock.
On the other hand, the firm knows that it has the possibility to reset its prices at any
time in the future, and would rather do so than losing market share by pricing high
relative to its competitors. This is in sharp contrast with time-dependent models in
which individual firms do not have any control over the timing of price adjustments,
and must therefore incorporate the inability to reset prices in their pricing policy.

Although the initial response of optimal prices charged by individual firms are
relatively small, the strategic interaction among firms that follows the monetary
shock generates greater delayed movements in them. In particular, we observe an
overshooting of optimal prices in Country 1 peaking almost 11 quarters after the
shock: the larger fraction of price adjusting firms increases aggregate prices and
consequently generates upward movements in optimal prices. This overshooting result
is also absent in the time-dependent model counterpart. In Country 2, the optimal
price oscillates around its long-run value: at first, the optimal price decreases as
the country faces a lower demand for its products. However, as domestic demand
increases, the optimal price surges to positive territory.

4.2 Aggregate Implications of a Monetary Shock

4.2.1 Output, Consumption, and Inflation Dynamics

We now turn to the aggregate implications of our model. Figure 2 displays the
responses of output and consumption, and shows CPI inflation rates. First, the
domestic monetary shock generates a positive hump-shaped responses in output and
consumption across countries. In Country 1, the maximum output and consumption
responses arise contemporaneously after 3 quarters. In Country 2, output responds
first and peaks after 4 quarters, while the peak response of consumption is delayed
to the 7th quarter. The dynamics of output and consumption in Country 2 arises as
follows: output responds to an increase in exports demand followed by an increase

14



Figure 2: Output, Consumption, and CPI Inflation

in domestic demand, while consumption rises later as CPI attains a through. We
explore in further detail the components of foreign output and consumption below.

In relation to Figure 2, we reproduce the observed high international output
correlation relative to consumption correlation documented by Backus, Kehoe, and
Kydland (1995), and Baxter (1995). Using a Hodrick-Prescott filter, the model gen-
erates a cross-correlation of output of 0.62 in contrast to a cross-correlation of con-
sumption of 0.38 which is perfectly in line with the data (vs 0.97 and 0.91 for the
time-dependent counterpart). This result is impressive given that the model does
not rely on international market segmentation: the simple introduction of strategic
complementarity into an otherwise state-dependent pricing framework generates the
desired outcome18.
18Recently, an increasing amount of research have relied on international market segmentation,

or so-called Pricing-to-Market models, to generate consistent international movements in output
and consumption. Among others, Betts and Devereux (2000) assume market segmentation for a
fraction of firms and show how this specification can be used to attain the observed consumption
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Output and consumption aggregates in both economies also display oscillating
cycles associated with movements in aggregate prices. The stimulation of economic
activity lasts roughly 8 and 12 quarters in the domestic and foreign economies re-
spectively, followed by a period of real contractions. Altogether, the output and con-
sumption aggregates return to their pre-shock level in both countries after roughly
four years. Although this real contraction in economic activity lasts for a substantial
amount of time, it does not undo the initial stimulation generated by the mone-
tary expansion in either countries. Interestingly, similar oscillating dynamics have
been observed by Christiano, Eichembaum, and Evans (2005) in VAR-based impulse
responses following a monetary shock in a closed economy setting.

Those fluctuations in real economic activity are induced by corresponding move-
ments in price indices. An important strength of our model is its ability to generates
the relationship between CPI inflation and lagged output observed in the data. In
the bottom row of Figure 2, CPI inflation peaks 6 quarters after the monetary shock
in Country 1, and surges slowly to peaks after 13 quarters in Country 2. This delayed
response of CPI inflation rates observed in our model is generated by corresponding
movements in CPIs, and consequently can mostly be understood alongside country
specific optimal prices charged by adjusting firms which increase at a higher rate
during high inflation periods.

4.2.2 Delayed Overshooting of the Nominal Exchange Rate and Trade

Figure 3 shows the nominal exchange rate, displays the trade balance for Country 1,
and decomposes Country 2’s output and consumption aggregates into their domestic
and foreign components. First, the monetary shock induces a significant and persis-
tent depreciation in the nominal exchange rate, and displays the delayed overshooting
effect stresses by Eichembaum and Evans (1995) empirical study on the effects of U.S.
monetary policy shocks on exchange rates. The variations in the nominal exchange
rate quickly become primarly driven by the CPI price ratio of both countries and more
specifically the corresponding movements in optimal prices set by firms in Country
1.

Second, our model emphasizes the expenditure-switching effect as an important
channel of international adjustment, and is at the heart of the transmission of mone-
tary policy shocks across economies. From the perspective of Country 1, movements
related to trade can be explained by looking at the trade balance. Following a mone-
tary shock, the trade balance displays a J-curve dynamics: it worsens within a year,
then starts to improve and becomes positive after 6 quarters. The trade improvement
is quite persistent, peaking 3 years after the shock before returning to its long-run

correlation moments. Instead, Chari, Kehoe, and McGrattan (2002) impose market segmentation
for all firms and rely on monetary policy endogeneity to obtain the desired correlation. In their
model, international market segmentation is necessary to cleave the relation between output and
consumption, while cross-correlated monetary shocks are needed to provide a consumption expansion
abroad.
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Figure 3: Nominal Exchange Rate and Trade

value. On impact, the increase in income raises the demand for imports, and explains
the short-run worsening of the trade balance, which represents an income-absortion
effect. However, the smooth depreciation of the nominal exchange rate feeds into a
deterioration of the terms of trade with some delays, and leads to a medium- to long-
run improvement in the trade balance, which represents an expenditure-switching
effect19. In particular, the expenditure-switching effect corresponds to the overshoot-
ing response of the nominal exchange rate: goods produce in Country 1 becomes
relatively competitive on the global market.

From the perspective of Country 2, real economic activity and trade dynamics are
better understood by undertaking a decomposition of output and consumption into
their domestic and foreign components. The expansion of output falls in two phases:
initially, rising exports demand (which is associated with the income-absortion effect

19Kim (2001) found similar trade dynamics in documenting the international transmission of U.S.
monetary shocks.
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present in Country 1) launches output, then the accumulation of wealth in Country 2
generated by the production boom translates into rising domestic consumption which
further fuels output. On the consumption side: initially, the appreciation of Country
2’s currency generates an expenditure-switching effect in favor of foreign goods. This
increases the level of competition among firms in Country 220, and leads to declining
producer prices which further propel the consumption boom.

5 Conclusion

Overall, we demonstrated that incorporating elements of state-dependent pricing and
strategic complementarity within a standard NOEM model generates key interna-
tional comovements following a monetary shock. Moreover, by building on a tradi-
tional PCP environment, our approach highlights the expenditure-switching effect as
an important channel of international monetary policy transmission. Consequently,
by including those elements to a NOEM framework, we put and keep the spirit of
the Mundell-Fleming-Dornbusch model in a new microfounded bottle.

By generating plausible movements in real and nominal economic activity, our
model offers a framework in which policy makers can analyze the economic impli-
cations of monetary shocks in an open economy setting. Further theoretical and
empirical investigations will guide us toward a better understanding of the sources
and dynamics of international economic activity.

References

[1] Amirault, D., C. Kwan, and G. Wilkinson (2004), "Price setting behaviour of
firms", Regional Analysis Division, Research Department, Bank of Canada.

[2] Backus, D., P. Kehoe, and F. Kydland (1995), "International business cyclesthe-
ory and evidence" in T. F. Cooley editor, Frontiers of Business Cycle Research,
Princeton University Press, 331-356.

[3] Ball, L., and D. Romer (1990), "Real rigidities and the non-neutrality of money",
Review of Economic Studies, 57, 183-203.

[4] Baxter, M. (1995), "International trade and business cycles", In Grossman G.,
and Rogoff K. Handbook of International Economics, 3, 1801-1864, North Hol-
land, Amsterdam.

[5] Bergin, P. R. (2004), "How well can the new open economy macroeconomics
explain the exchange rate and current account?", NBER Working Paper, no.
10356.

20To compete in the domestic and foreign markets, some producers in Country 2 decrease their
optimal prices while others delay their price adjustment. In turn this decreases Country 2’s PPI.

18



[6] Bergin, P. R., and R. C. Feenstra (2001), "Pricing-to market, staggered con-
tracts, and real exchange rate persistence", Journal of International Economics,
54, 333-359.
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6 Appendices

6.1 Appendix A: Demand Aggregators

We consider the following general expenditure minimization problem for each country:

min
d(z)

Z 1

0
P (z)d (z) dz subject to

Z 1

0
Γ (d (z) /d) dz = 1 (AA.1)

The country specific aggregate demand for goods d are implicitly defined by a
demand aggregator Γ such that an aggregate producer price index P holds for each
country. For an individual country, the producer prices index is defined asZ 1

0

µ
P (z)

P

¶µ
d (z)

d

¶
dz = 1 (AA.2)

The first order condition of the expenditure minimization problem yields:

P (z) = Z · Γ0
µ
d (z)

d

¶
(AA.3)

where Z is the Lagrange multiplier on the constraint. Consequently, the first
order condition can be solved to yield demand curves of the form:µ

d (z)

d

¶
= Γ0−1

µ
P (z)

Z

¶
(AA.4)

Given the demand curve and the multiplier, the aggregate producer price indices
are determined byZ 1

0

µ
P (z)

P

¶µ
d (z)

d

¶
dz = 1 (AA.5)

In the case of our specific aggregator Γ, the relative demand curves are given by

d (z)

d
=

1

1− η

"µµ
P (z)
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γ−1

+ η

#
(AA.6)

which is the sum of a constant elasticity of demand augmented by a constant.
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