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Abstract

This paper documents that inflation forecasts of the Federal Reserve systematically
under-predicted inflation before Volker’s appointment as Chairman and systematically
over-predicted it afterward. It also documents that, under quadratic loss, commercial
forecasts have information not contained in the forecasts of the Federal Reserve. It
demonstrates that this evidence leads to a rejection of the joint hypothesis that the
Federal Reserve has rational expectations and quadratic loss. To investigate the causes
of this failure, this paper uses moment conditions derived from a model of an inflation
targeting central bank to back out the loss function implied by the forecasts of the
Federal Reserve. It finds that the cost of having inflation above the target was larger
than the cost of having inflation below it for the post-Volker Federal Reserve, and that
the opposite was true for the pre-Volker era. Once these asymmetries are taken into
account, the Federal Reserve is found to be rational and to efficiently incorporate the
information contained in forecasts from the Survey of Professional Forecasters. (JEL
C53, E52)
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The success of monetary policy depends importantly on the quality of forecasting.

Alan Greenspan, San Diego 2004

One of the most important objectives of the Federal Reserve is to achieve stable prices.
However, because inflation responds to monetary policy only after a lag, the Federal Reserve
needs to make decisions based on forecasts of future inflation behavior. For this reason, as
noted by Chairman Greenspan, a successful monetary policy depends on the Federal Reserve’s
ability to produce forecasts that accurately reflect the information available at the time a
decision has to be made.

The general perception in economics, supported by Romer and Romer (2000) and Sims
(2002), is that Federal Reserve inflation forecasts are quite good. The Romers find that Fed-
eral Reserve forecasts of inflation are unbiased, and conclude that the forecasts are rational.
They also find that if one had access to inflation forecasts from the Federal Reserve and
from commercial forecasters the optimal combination would be to dispose of the commercial
forecasts and use only Federal Reserve forecasts, a result maintained by Sims.! These results
imply that the Federal Reserve uses information efficiently and that it has more information
than commercial forecasters.

However, closer inspection of a data set that extends the one used by the Romers and
by Sims shows that rationality can be rejected. This is not because of the new data, but
because there is a change in behavior in Federal Reserve’s forecast errors that coincides with
Paul Volker’s appointment as Chairman and that was previously overlooked. The forecasts
systematically under-predicted inflation before Volker and systematically over-predicted it
afterward (i.e., they are biased). Moreover, once this change in behavior is taken into ac-
count, Federal Reserve inflation forecasts do not seem to efficiently incorporate information
contained in inflation forecasts from the Survey of Professional Forecasters, an important
group of commercial forecasters. In particular, the forecasts from the Federal Reserve seem
to miss information contained in the consensus forecast and in the spread across the surveyed
forecasters. These results are consistent regardless of whether real-time or revised data are
used for the actual values of inflation. If the possibility of asymmetry in the Federal Reserve’s
loss function is ignored, these results suggest that the Federal Reserve does not use infor-
mation efficiently and that commercial forecasters have more information than the Federal
Reserve.

The bias found in Federal Reserve inflation forecasts is statistically significant and, at
about half a percent for the sample since Volker, is also economically significant. Biased

forecasts are typically considered irrational because they denote a failure to incorporate

!The Romers also find that commercial forecasts are unbiased, and conclude that they are rational.



information contained in past forecast errors. However, this is not always true. The property
that rational forecasts have to be unbiased follows from the well-known result that under
a quadratic loss function the optimal forecast is the conditional mean.? But the optimal
forecast is not the conditional mean if the loss function is asymmetric in the sense that errors
of the same magnitude but of different signs imply different costs. Under asymmetric loss
the optimal forecast is the mean plus an optimal bias term.?*

Most papers that test rational expectations using forecasts as proxies for expectations,
such as those by the Romers and Sims, implicitly assume quadratic loss.> But, does it make
sense for the Federal Reserve to have symmetric preferences? Some authors have argued that
it does not. Blinder (1998) recalls his experience as Vice-Chairman of the Federal Reserve

"... take far more political heat when

and explains that a central bank is more likely to
it tightens preemptively to avoid higher inflation than when it eases preemptively to avoid
higher unemployment" (Blinder 1998, 19). Nobay and Peel (2003) provide anecdotal support
for the argument that both the European Central Bank and the Bank of England may have
asymmetric preferences. Both papers indicate that for an inflation targeting central bank
inflation below the target is less costly than inflation above it. Finally, Ruge-Murcia (2000)
finds evidence that, in practice, Canada’s central bank "... may attach different weights to
positive and negative inflation deviations from the target." (Ruge-Murcia 2000, 1). In a later
paper, Ruge-Murcia (2003) finds empirical evidence of asymmetric costs for Canada, Sweden
and the United Kingdom.

This paper follows this literature in postulating a model of an inflation targeting central
bank with asymmetric preferences which is used to reconcile the evidence of inefficient use of
information on the part of the Federal Reserve. To make the model a better description of
the behavior of the Federal Reserve, a time-varying inflation target is used, as in Giirkaynak,
Sack, and Swanson (2003). The model shows that a negative bias in the forecasts (systematic
over-prediction) is rational if the central bank is cautious in the sense that inflation above
the target is considered more costly than inflation below the target. The mechanism at
work is the following: Take an inflation targeting central bank that sets its monetary policy

instrument so that the forecast of inflation equals the target, as in Svensson’s (1997) “inflation

2The theory of Rational Expectations says that rational agents have expectations that are optimal fore-
casts. See Muth (1961) on the definition of Rational Expectations and Mishkin (1981) on using it for testing
the rationality of forecasts.

3See Christoffersen and Diebold (1997), Granger (1969, 1999), and Zellner (1986).

4Other papers present evidence that the evaluation of forecasts depends on the loss function. Leitch and
Tanner (1991) find that forecasts that appear to be bad forecasts under traditional measures, like mean
squared error, are not so under other measures, like the profits they generate to firms that use them. Keane
and Runkle (1990), analyzing commercial price forecasts, indicate that a biased forecasts is consistent with
rationality under asymmetric loss.

’See the survey by Stekler (2002).



forecast targeting” framework. If for the central bank inflation above the target is as costly as
inflation below it (i.e., the central bank has symmetric loss), then it would set its instrument
so that the expected value of inflation equals the target. In this case the forecast coincides
with the expected value of inflation. However, if inflation above the target is more costly
than inflation below it (i.e., the central bank has asymmetric loss), then the central bank
would, as a precautionary move, set the instrument so that the expected value of inflation
is below the target. In this case, the forecast does not coincide with the expected value of
inflation and hence a rational bias exists.

To investigate if the empirical evidence is consistent with an asymmetric-cost Federal Re-
serve, this paper backs out the Federal Reserve’s loss function as implied by its forecasts. The
method used is to derive moment conditions from the model under an asymmetric quadratic
loss function that nests the traditional quadratic loss as a special case. Elliott, Komunjer
and Timmermann (2004b) suggest this method to test for the presence of asymmetric costs
and, jointly, to test for rationality. The moment conditions for each forecast horizon are
used to form a system of equations and Hansen’s (1982) Generalized Method of Moments
(GMM) is applied to estimate the parameter that rationalizes the bias and to test if it im-
plies a symmetric loss. A constant, past forecast errors, and forecasts from the Survey of
Professional Forecasters are used as instruments. Tests of over-identifying restrictions based
on the minimal value of the sample criterion function (Hansen’s J test) are used to perform
rationality tests.

The empirical results are that coinciding with Volker’s appointment as Chairman, the
Federal Reserve’s cost of under-prediction is estimated to be four times as costly as the cost
of over-prediction. For the pre-Volker era the result is that the cost of under-prediction was
a third of that of over-prediction, thus supporting the presence of asymmetric costs in both
periods. These results imply that for the post-Volker Federal Reserve the cost of having
inflation above the target was larger than the cost of having inflation below it, and that the
opposite was true for the pre-Volker era. Hence, this paper provides an empirical reason
to move away from quadratic loss. The over-identification tests are not able to reject the
hypothesis that, once the asymmetries are taken into account, the Federal Reserve is using
information efficiently both before and after Volker.

The finding of an asymmetric-cost Federal Reserve has several implications. First, it
implies a deflationary bias during the post-Volker period, as equilibrium inflation is pushed
below the target as a result of the precautions taken to avoid high inflation. The opposite
will be true for the pre-Volker period. Second, higher order moments of inflation affect the
mean of inflation in equilibrium. This is a result of the Federal Reserve having to consider

summary statistics not only of the location of inflation, but also of its dispersion, as the



optimal bias is a function of the latter. Finally, Federal Reserve inflation forecasts are not
the Federal Reserve’s expected values of inflation, and a de-biasing mechanism is needed to
recuperate the expected values from the forecasts.

The contributions of this paper are as follows: First, it proposes a regression to test,
under quadratic loss, for unbiasedness and serial correlation of forecast errors and for in-
formation content of forecast in a parsimonious way. It provides statistical evidence of two
structural breaks in the mean of the forecast errors of Federal Reserve inflation forecasts,
one at the beginning of 1975 and the other at the end of 1979. It provides evidence of
systematic under-prediction of inflation pre-Volker and of systematic over-prediction post-
Volker, and shows that the bias indicates inefficient use of information if one assumes that
the Federal Reserve has quadratic loss. It provides evidence that the Federal Reserve is not
efficiently using the information contained in the consensus inflation forecast from the Survey
of Professional Forecasters and in the spread across forecasters from the same Survey if one
assumes that the Federal Reserve has quadratic loss. It shows that under asymmetric loss
Federal Reserve inflation forecasts are not the conditional expectation of inflation, but the
conditional expectation plus a bias term (a precautionary term if inflation above the target
is seen as more costly than inflation below it), so that the optimal forecast is biased. The
main contribution is the empirical finding that there is significant evidence of asymmetric
costs and that the direction of the asymmetry changes before and after Volker. Finally, this
paper shows that once asymmetric costs are allowed the Federal Reserve is found, despite
the bias, to be rational and to efficiently incorporate the information contained in inflation
forecasts from the Survey of Professional Forecasters.

The paper’s argument is logically set off in several sections. In section I, the empirical
properties of the Federal Reserve forecast errors are analyzed under quadratic loss and their
biases and lack of encompassing of commercial forecasts are documented. To rationalize this
evidence, in section II the loss function implied by Federal Reserve inflation forecasts is backed
out using moment conditions derived from a model of an inflation targeting central bank and
evidence is found of asymmetric costs of under- and over-prediction. Once asymmetric costs
are taken into account the Federal Reserve is found to be using information efficiently. Section
ITT discusses the implications of asymmetric costs and considers alternative explanations for
the empirical findings (e.g., learning by the Federal Reserve), and argues that they have
difficulties to explain the duration and the change of sign of the bias. Section IV is the

conclusion.



I Empirical Evidence on the Properties of Federal

Reserve Inflation Forecasts

Federal Reserve forecasts are contained in the “Green Book” prepared by the staff of the
Board of Governors before each meeting of the Federal Open Market Committee (FOMC).
The forecasts are made with an assumption about monetary policy, and are judgmental in
the sense that they are not the direct output of an econometric model, but the product
of judgmental adjustments made to forecasts obtained from econometric models.’ It is the
policy of the Federal Reserve (the Fed) to release the forecasts to the public with a five year
lag. The Federal Reserve of Philadelphia has put together a series of Green Book forecasts of
inflation and output from November 1965 to May 1998, but instead of giving all the forecasts
available they present the forecasts closest to the middle of each quarter so as to make the
series comparable to the Survey of Professional Forecasters (SPF) and other surveys.” This
is convenient because FOMC’s meetings have not always been as regular as they are today.®
The analysis presented throughout this paper uses the data at the quarterly frequency.’

The Green Book contains forecasts for more that 50 variables. This paper uses inflation
forecasts for the output deflator.!® The forecast horizon varies from just the current quarter
to as many as nine quarters ahead. In this paper forecasts for the current quarter are labeled
forecasts at horizon zero, and only forecasts up to four-quarters-ahead are used because longer
horizons do not contain enough data to confidently perform econometric analysis.

In any forecasting exercise the value used as the actual value for the variable of interest,
inflation in this paper, can be taken either as the first value released (if available), which
is typically referred to as real-time data, or the latest revision of the data.'! In general, it
is not clear which value the producer of a forecast is actually targeting, and arguments can
be made for either real-time or revised data. For example, one can argue that the Federal

reserve is interested in forecasting the “true” value of inflation, so that evaluation of Fed’s

6Sims (2002) analyses both, Green Book forecasts and forecasts that are directly obtained from the
econometric models.

"More information about Green Book forecasts and the Survey of Professional Forecasters at the Philadel-
phia Fed web page: http://www.phil.frb.org/econ/forecast/index.html

8The committee currently meets every six weeks.

9Romer and Romer (2000) use Green Book forecasts at a monthly frequency, whereas Sims (2002) uses
data at the quarterly frequency. The advantage of using quarterly data, Sims points out, is that if one uses
forecasts from other sources, like the SPF, then the data sets have uniform timing, something that simplifies
the econometric analysis.

10The series been forecasted is quarter-to-quarter (annualized) inflation from the level of the GDP’s price
index. From 1965 to 1991, the index used was the price deflator implicit in the GNP, from 1992 to the
third quarter of 1996 it was the price deflator implicit in the GDP, and since then it has been the GDP’s
chain-weighted price index. All the series are seasonally adjusted.

See Croushore and Stark (2002) (with discussion).



forecasts should be done with fully revised data. On the contrary, for commercial forecasters
one can argue that they are interested in the accuracy of the forecasts as seen when the data
are first released, so that evaluation of commercial forecasts should be done with real-time
data. In this paper all the results are reported for both data sets, using the second revision
as real-time data and the latest available revision as fully revised data.'? Sims (2002) points
out that it is worth to compare the results with both sets to see if the analysis is sensitive
to which variable is used to construct actual values.'> There is more to say about real-time
versus revised data, but the discussion is postponed until section II where it can be framed

in the context of the theoretical model.

A Comments on the Tests Used in the Literature

Romer and Romer (2000) conclude that inflation forecasts from the Federal Reserve are
rational and that they dominate commercial forecasts. They use Green Book forecasts of
inflation in a sample that goes from November of 1965 to November of 1991.!% For the
commercial forecasts they use forecasts taken from Data Resources Inc., Blue Chip Economic
Indicators, and the SPF. For the last two they use the consensus forecast formed by taking
the median across forecasters.!?

The Romers reach their conclusion about rationality by estimating, for each forecaster and
forecast horizon, what in the forecasting literature is known as a Mincer-Zarnowitz regression
(Mincer and Zarnowitz 1969). Let 7, denote inflation h periods after period t. For example,
if t equals the first quarter of 1990 and h equals two, then 7, is actual inflation in the third
quarter of 1990. In the same way, let fi1,: denote the forecast of inflation made at period ¢

for period t + h. Then the Mincer-Zarnowitz regression is:

(1) Tiwh = O+ Bfigne + tn,

and a test of rationality is that & = 0 and 8 = 1.!1° The Romers apply ordinary least
squares (OLS) to their sample and find that inflation forecasts from commercial forecasters

and from the Green Book are rational. They conclude that all the forecasters are using their

12Real-time data is taken from the Federal Reserve Bank of Philadelphia’s web page:
http://www.phil.frb.org/econ/. For more on real time data see Croushore and Stark (2000). Revised
data is also taken from the real-time data base. It corresponds to the last vintage available in May 2004.

3Romer and Romer (2000) use the second revision, whereas Sims (2002) uses fully revised data.

14The Romers’ sample ends in 1991 because of the lag in the release of Green Book forecasts, and to avoid
the change to GNP.

5For details on the samples used for commercial forecasts and more information see the original Romer
and Romer (2000) paper.

16Under the null of rationality and quadratic loss, F; [e;+5] = 0. The properties of the error are discussed
later in the paper.



information efficiently.
To fully understand what the Mincer-Zarnowitz regression tests, one can think of imposing
£ =1 and then on substracting the forecast from both sides of the regression. If the forecast

error is defined as e;yp 1 = miyn — firns the transformed regression is:

(2) €tiht = O+ Eppp.

Testing that @ = 0 in the last regression is equivalent to jointly testing that o = 0 and
f =1 in the Mincer-Zarnowitz regression. If 3 is different from one (and, for the sake of the
argument, o = 0), a traditional t-test on o would still reject the hypothesis of rationality
in equation (2) as it is testing the whole maintained hypothesis, from which the restriction
B =1 is part of. In the second regression is clear that what is being tested is if the forecast
errors have a zero mean, that is, if there is no systematic bias in the forecasts. The idea
is that rational forecasts should not systematically over- or under-predict because simply
adding the constant « to the forecasts improves them.

Upon closer inspection, Green Book forecasts before 1991 (Romers’ sample) appear un-
biased, but not in the random way that rationality calls for. A simple inspection of the time
series of the forecast errors in figure 1 revels systematic positive errors (under-prediction) up
until about 1979, and systematic negative errors (over-prediction) from about 1979 to about
1991.17 The specific dates change with the horizon used, but it is clear that the average of the
forecast errors is close to zero because for the first part of the sample the average is positive
whereas for the second part the average is negative, offsetting each other when the average
is taken using the entire sample up until 1991. When Sims extended the sample to 1995,
he reports finding some evidence that the Green Book inflation forecasts are (negatively)
biased. Figure 1 shows that Sims’s result differs from the Romers’ because the tendency to
over-predict inflation was maintained during the first half of the nineties.

Some objections have emerged over the years about the use of the Mincer-Zarnowitz
regression to test rationality. Granger and Newbold (1986) correctly indicate that the re-
gression is only testing a necessary condition for the optimality of the forecasts.!® It is easy
to see Granger and Newbold’s point that a forecast could be unbiased without been optimal.
For instance, an unbiased forecast for inflation could be based just on past inflation but a
better forecast, also unbiased, may be available by also using information on unemployment

or output. Without further tests that make use of the forecaster’s information set when test-

17Orphanides (2002) reports that the Green Book forecasts are clearly biased towards under-prediction for
the period 1969-1979, but he does not quantify the bias nor does he tests it.

18Which is to say that it is testing only a necessary condition for rationality because under rational
expectations, expectations are optimal forecasts (Muth 1961).



ing rationality, it is certainly premature to conclude that a forecast is using all the available
information in an efficient way just because it passes an unbiasedness test. In the forecasting
literature optimality of a forecast is always defined with respect to the variable considered
to be in the forecaster’s information set (Clements and Hendry 1998). If a constant is used
in the definition, then the forecast is said to be unbiased (or weakly rational). If another
variable is used, then the forecast is said to be efficient (or optimal) with respect to that
variable.

Another objection about the Mincer-Zarnowitz regression is that in order for the original
test to work one has to assume that the error in the regression is white noise, which is
only true for optimal one-step-ahead forecasts (more on this below). The Romers deal with
this issue by using autocorrelation-corrected standard errors in their estimates. But optimal
forecast errors have a precise form of serial correlation, and one can directly model it. Also
one may want to test for the presence of serial correlation in the forecast errors as another
test of rationality.

Finally, there are some advantages of using equation (2) instead of equation (1) when
testing for unbiasedness. First, only one parameter has to be estimated, which is certainly
important in macroeconomics where the number of observations is small. Second, equation
(1) requires the forecast to be uncorrelated with the error term for the estimators of a and
to be consistent, which is true for optimal forecasts (again, more on this below) but not for
other forecasts, whereas equation (2) does not have this requirement. Third, if the variable to
be forecasted is highly persistent, like inflation, then both the dependent and the explanatory
variables are highly persistent in regression (1) which may cause the traditional test to over-
reject the null hypothesis, as the normal distribution may be a poor approximation to the
distribution of the test.! Regression (2) does not present this problem because the dependent
variable is not persistent and the explanatory variable is just a constant.

The Romers also show that Green Book forecasts dominate commercial forecasts of in-
flation. They show this by running forecast combination regressions pairwise with the Green

Book forecasts in each regression. The regression is:
_ F rF C ¢C
(3) Tith = @+ W ft+h,t tw ft+h,t + Etth,

where « is a constant, w’ is the weight assigned to the Federal Reserve forecast (denoted
by ffin) and w® is the weight assigned to the commercial forecast (denoted by fSrh’t). The

Romers apply OLS to their sample and find that the constant and w® for each commercial

F

forecaster are in general not significantly different from zero, whereas w" is in general not

19See Cavanagh, Elliott and Stock (1995).



significantly different from one. According to these results, if one had access to both forecasts
the best combination would be to assign a weight of one to the Federal Reserve forecasts and
a weight of zero to the commercial forecasts, that is, the optimal action would be to throw
away the commercial forecasts.?’ Sims (2002) reaches the same conclusion using a similar
methodology.

Combination regressions like (3) first appeared in Granger and Ramanthan (1984), and
were later used by Hendry and Chong (1986) to test what they called “forecast encompass-
ing”. According to Hendry and Chong, a forecast "forecast encompasses" another forecast if
the weight assigned to the first forecast is not significantly different from one and the weight
assigned to the second forecast is not significantly different from zero. The idea behind fore-
cast encompassing is to test if one forecast contains information useful for another forecast
of interest or not, for example, Fair and Shiller (1989) use a regression like (3) to measure
information content of the forecasts.

If the objective is to combine forecasts, it is clear that equation (3) is an adequate way
to proceed, and that as a by product one can obtain an encompassing test by testing if the
weight assigned to the “encompassed” forecast is zero. But if the objective is to test if one
forecast has information not contained in another forecast, then one can directly test for
forecast encompassing. For the case of the Federal Reserve and commercial forecasters, the

following regression can be used:

(4) eﬁ-h,t =a+w’ (eif—h,t - egh,t) + 5;+h7

where e{,, = myn — f{iy, @ = F,C. The error term in regression (4) is different from
that in regression (3) because the restriction w! + w® = 1 is imposed to obtain (4). An
encompassing test is simply the test of w® = 0. The reason regression (4) is a better way
to test forecast encompassing relative to regression (3) is again the fact that one gains one
degree of freedom, although at the expense of imposing the restriction that the weights add
to one. An alternative is to use the forecast ftﬁh’t as the explanatory variable in regression
(4), but if the variable of interest is persistent, like inflation, then the normal distribution
may not be a good approximation to the distribution of the test statistic of interest. A
by-product of regression (4) is that the coefficient w® is the weight the commercial forecaster
would receive in regression (3), with w’ = (1 — w).

Comparing regressions (2) and (4) one can see that the constant in regression (4) can

20Romer and Romer (2000) conclude that if both, the Fed and commercial forecasters are using all their
information efficiently (because they are rational) and if Federal Reserve forecasts encompass commercial
ones, then it must be that the Fed has more information. They get the same results when they analyze
output forecasts.
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be used to test the unbiasedness of the Fed’s forecasts. One can also see that the role of
the constant in regression (3) is to compensate for any bias contained in the forecasts to be

combined so that the resulting combination is by construction unbiased.

B Empirical Evidence

An important practical issue in evaluating Federal Reserve forecasts is that their mean
seems to be different from zero and to change over time (figure 1). To accommodate such
changes, in this section allowance is made for changes in the value of the parameters of a
regression that tests, under quadratic loss, unbiasedness and serial correlation of forecast
errors and information content of forecast in a parsimonious way. The result is that the

hypotheses of rationality and encompassing are rejected under quadratic loss.

B.1 A Regression to Test Rationality, Serial Correlation, and Information Con-
tent Under Quadratic Loss

Apart from testing for unbiasedness and to see if the Green Book forecasts encompass
commercial forecasts there is another property of rational forecasts that is worth looking at.
Under quadratic loss optimal forecast errors should have an autocorrelation structure like
that of a moving average (MA) of order (h — 1), where h denotes the forecasts horizon. A
formal derivation can be found in Granger and Newbold (1986, 130), but the intuition is
easy to convey: A forecast for ¢t + 2 made at ¢ (a two-step-ahead forecast) has to include
information up to t, but any shock occurring in the two periods between ¢ and t + 2 is not
taken into account. At ¢ + 1, another two-step-ahead forecast is going to be issued, and is
going to be a forecast for t+3. The second forecast contains information up to ¢+ 1, but does
not contain information about anything that occurs in the two periods between t+1 and ¢+ 3.
So there is one period, from ¢ + 1 to ¢ + 2, for which neither forecast has information. Any
event that happens in this period is going to impact both forecasts, inducing an M A(1)-like
behavior in the forecast errors.

How can this property be tested? If the forecast errors behave like an M A(h — 1) then
any autocorrelation of order h or larger has to be zero.?! So this property can be tested using

the regression:

(5) Citht = Veith—ji—j T Ettho

with j > h. The hypothesis of no serial correlation corresponds to v = 0. The dependent

21See Hamilton (1994).
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variable is the same as in equations (2) and (4), which suggests that a single regression can
be used to tests for unbiasedness, serial correlation, and encompassing.

In this section a single multivariate regression is used to analyze Green Book inflation
forecasts. The SPF consensus forecast of inflation is used as representative of commercial

forecasts.?? The regression is:

(6) ezih,t =+ f}/ewihfj,tfj +wC (etFJrh,t - etCJrh,t) + Etth-

OLS is applied to the available sample (1968:4 to 1998:4) for each horizon, with j = h+1.23:24
To correct for any autocorrelation in excess of j = h 4+ 1 and for heteroskedasticity, expected
from a non-constant variance in figures 1 and 2, autocorrelation and heteroskedasticity cor-
rected standard errors using Newey and West’s (1997) method are employed.? The results
are presented in tables 1 (real-time data) and 2 (revised data).

In terms of the bias, the sign of the estimated « is negative for all horizons and data
sets, although it is only significantly different from zero for ~ = 3. A look at the forecast
errors is helpful to explain the result. Figure 1 presents forecast errors for horizons one and
four. When the sample employed by the Romers is extended to include most of the nineties,
the systematic over-prediction of inflation (forecast errors systematically below zero) that
occurred in the last part of the sample outweighs the systematic under-prediction (forecast
errors systematically above zero) that occurred during the first part of the sample and instead
of an average error close to zero one gets a negative average. The results from the regressions
and a look at the plot of the forecast errors provide evidence to reject unbiasedness of Federal
Reserve inflation forecasts.

But figure 1 contains more information. It indicates the periods of each of the Chairmen

of the Federal Reserve during the sample. One can see that the bias presents a pattern that

22The Survey of Professional Forecasters is conducted by the Federal Reserve Bank of Philadelphia. It
was formerly known as the ASA/NBER Economic Outlook Survey. The consensus used in this paper is
formed by taking the median across forecasters. The variable been forecasted is the GNP deflator prior to
1992, the GDP implicit price deflator prior to 1996 and the GDP price index since then. The forecasts of

inflation are calculated as: fi4p,: = 400 x In (%) . For more information see Croushore (1993) or go to:

http://www.phil.frb.org/econ/spf/index.html

23The forecast for the current quarter is typically labeled forecast at horizon zero, h = 0, a convention that
is followed in this paper. But from a theoretical point of view, this forecast should behave like an M A(0)
because it is the first forecast. Accordingly, the forecast labeled h = 1 should behave, if optimal, as an
MA(1), not as an M A(0), because it is theoretically the second-step-ahead forecast.

24The sample starts in 1968 rather than in 1965, as the Romers sample, because the quarterly data put
together by the Philadelphia Fed starts the same date than the SPF data.

25The bandwidth was chosen so that h lags were included to calculate the variance covariance matrix
because under the null of forecast optimality the errors from the regressions should have autocorrelations up
to order h different from zero. Newey-West method was chosen to avoid ending with a non positive definite
matrix.
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can be associated with the Chairmen. From the beginning of the sample until about 1979, the
Fed systematically under-predicts inflation. From about 1979 onwards the Fed systematically
over-predicts inflation. But this coincides with Volker’s appointment as Chairman. So that
Chairmen considered to have strong preferences against inflation, Volker and Greenspan,
presided over periods with negative bias, whereas Chairmen considered to be more relaxed
about inflation (Chairmen before Volker) presided over periods with positive bias.?® This
pattern will be exploited later in the paper.

With respect to serial correlation in the forecast errors, something not tested in other
papers, the results with real-time data (table 1) indicate that for horizons zero, one, and two
there is evidence of serial correlation. When fully revised data is used (table 2) the evidence
is stronger, as all horizons but one show evidence of serial correlation. If the possibility of
asymmetry in the Fed’s loss function is ignored, these results point to the Fed’s inefficient
use of the information contained in its own past forecast errors.

Finally, the estimates of the coefficients associated with the encompassing tests show
some evidence that the Federal Reserve inflation forecasts do not encompass those of the
SPF consensus. With real-time data (table 1) horizons one and four have estimates that
are significantly different from zero, which is enough to reject the null of encompassing.
The estimated coefficient for horizon zero indicates that the optimal combination assigns a
weight of 0.21 to the SPF’s forecasts and a weight of 0.79 to the Fed’s. But the estimated
coefficient for horizon four is negative which is difficult to explain. The fact that the estimate
is different from zero implies that it contains information that the Fed can use. The fact that
the estimated coefficient is negative indicates that the weight assigned to the Fed forecast is
more than one, but that the SPF consensus is still worth looking at by the Fed because it
explains a part of the forecast errors not explained by the Federal Reserve forecast. When
revised data is used (table 2) horizon zero has a significant coefficient of 0.35, which means
that the optimal combination is to assign a weight of 0.65 to the Fed’s forecasts and a weight
of 0.35 to the SPF consensus. The overall picture is that with the full sample the SPF
consensus seems to contain some information that the Federal Reserve does not have, in
particular in the very short run.

Joint tests of rationality are also performed. These are Wald tests that test if all the
coefficients are equal to zero. The tests reject the null at 10% for all horizons. The overall
conclusion is that when the sample is extended to 1998 and asymmetries are not allowed

Federal Reserve inflation forecasts seem irrational. But the rejections of the joint tests are

26W .M. Martin Jr was the Chairman of the Federal Reserve until the first quarter of 1970, between February
1970 and January 1978 A. Burns was the Chairman, and G.W. Miller was the Chairman from March 1978
to August 1979. P. Volker’s period covered August 1979 to August 1987. Finally, A. Greenspan has been in
charge since August 1987. On Chairmen’s preferences about inflation see Romer and Romer (2004).
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mainly driven by the presence of serial correlation. This could be indicative of structural

breaks not considered rather than of Fed’s irrationality.

B.2 Structural Breaks: 1974-1975 and 1979-1980

To investigate the possibility of changes in the parameters of equation (6) the sample is
split at each possible breakdate and the parameters of the model are estimated separately
for each subsample.?” Bai (1997) indicates that the OLS estimate of the break date is the
date that minimizes the residual variance (sum of squared errors divided by sample size) as
a function of the breakdate. Figure 3 plots the residual variance for horizons one to four

28 Although it is not a formal test, the visual analysis is informative

using revised data.
regarding the potential breakdates. The plots in figure 3 show two well-defined minima. A
global minimum for horizons one and two occurs around 1974 — 1975. A global minimum
for horizons three and four occurs around 1978 — 1980. This last period also coincides with
local minima for horizons one and two. This evidence suggests that two structural breaks
are present in the full sample.?’

To formally test for the presence of multiple structural breaks the procedure suggested
by Bai and Perron (1998, 2003) is implemented. However, instead of using equation (6) the
procedure is applied to regressions that have only a constant as a regressor. This is because
convergence results are not available when there is a lagged dependent variable and serial
correlation in the errors (Bai and Perron 2003). The approach followed here is to test for
multiple breaks in the mean with tests that permit serial correlation and heteroskedasticity
in the errors. Allowance is made for up to three breaks and the trimming is fifteen percent of
the sample. Different variances of the residuals across segments is also allowed. The results

are presented in tables 3 (real-time data) and 4 (revised data).>’ The conclusion from table

2"The sample is trimmed so that there are enough data points to estimate the first and last regressions.

28Horizon zero is not used because is not very informative as it has a dip from 1973 to 1981 with no
clear minimum. The plots using real-time data are less informative (in the same sense as before) so are not
presented. The formal tests presented below use both real-time and revised data.

29The approach reported in this paper is to tre