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Abstract

We investigate co-movements and differences in inflation dynamics of different re-

gions within and across euro area countries using a novel disaggregate dataset. We

employ a model where regional inflation dynamics are explained by common euro area

and country specific factors and an idiosyncratic regional component. We find that

there is a substantial common area wide component, likely related to the common

monetary policy in the euro area and to external developments, in particular exchange

rate movements and changes in oil prices. The effects of the area wide factors differ

across regions, however. We also find a substantial national component. Our findings

do not differ substantially before and after the formal introduction of the euro in 1999,

suggesting that convergence has largely taken place before the mid 90s. Analysing US

regional inflation developments yields similar results regarding the relevance of com-

mon US factors. Finally, we find that disaggregate regional inflation information, as

summarised by the area wide factors, is important in explaining aggregate euro area

and US inflation rates, even after conditioning on macroeconomic variables. Therefore,

monitoring regional inflation rates within euro area countries can enhance the monetary

policy maker’s understanding of aggregate area wide inflation dynamics.
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1 Introduction

It is highly important for the conduct of the ECB’s monetary policy to investigate whether

and to what extent economic heterogeneity within the euro area has been declining due to

the higher integration of labour, product and capital markets in the advent to the European

Monetary Union (EMU) and after the introduction of the euro in 1999. Why is it of interest

in this context to analyse regional inflation dynamics within as well as across euro area

countries on a disaggregated level? Large and persistent differences in regional inflation rates

might lead to contradicting demands concerning the conduct of monetary policy1. Therefore,

it is essential for policy makers to understand how and to what extent differences between

inflation rates across different regions arise within and across national borders of euro area

countries. The analysis in this paper will show that using regional data will provide additional

important insights that might not be revealed by more aggregate information.

The issue of inflation differentials in monetary unions has been recently addressed theo-

retically by several authors. Based on the framework developed by Obstfeld & Rogoff (1995,

2000), Duarte & Wolman (2002) and Altissimo, Benigno & Palenzuela (2005) build an open

economy model including both a traded and non-traded sector and use it to analyse inflation

differentials in the euro area. They find that fiscal measures and productivity differentials

are an important source for inflation differentials within the euro area.

However, there is - to the knowledge of the authors - no theoretical framework that con-

siders inflation differences between regions within a country. Instead, ‘region’ in the existing

literature usually refers to euro area countries. The models in the theoretical literature cited

above provide a framework that is in some important aspects not appropriate for our analysis.

To analyse regional inflation differentials within countries, we would need a model where, for

example, the majority of fiscal policy decisions and decisions on institutional structures and

regulations are taken on a different level of aggregation as inflation dynamics are determined

and where heterogeneity of agents’ reaction within national borders is allowed, not only be-

tween two different countries. We leave theoretical work on this extension for future research

and focus on an empirical investigation of regional inflation developments.

With our analysis focusing on regional inflation we complement the literature on euro area

inflation dynamics and convergence (see e.g. Beck & Weber (2001), Engel & Rogers (2004),

Hubrich (2005) and Hendry & Hubrich (2006) and Marcellino, Stock & Watson (2003)) to

shed additional light on inflation dynamics and on the issue of the effect of EMU on inflation

1For this argument, see e.g. Cecchetti, Mark & Sonora (2002) in their analysis of price index convergence
of US cities.
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rates in the euro area, not only across countries or sectors but also across regions.

We have collected a unique data set on prices and real variables for a large number of

regions within euro area countries, covering a large part of the euro area. Within a factor

model framework we decompose regional inflation rates into euro area, national and regional

components, similar to Forni & Reichlin (2001) in their analysis of output fluctuations in the

euro area and the US. One aim is to explore the strength of co-movements among all regional

inflation rates. This common component might be due to the convergence process towards

European Monetary Union implying similar monetary policy of national central banks in

Europe, the common monetary policy in the euro area since 1999 as well as external devel-

opments. Country-specific factors might arise due to fiscal policy measures, such as changes

to unemployment benefits or tax changes, price liberalisation measures, administrative price

changes, and more generally through institutional structures including product market reg-

ulations and financial market regulations. Other special economic factors that may lead

to divergencies of inflation rates are production structures, trade patterns and labour mar-

ket institutions. However, for the latter three characteristics it is less clear whether they

are country-specific or whether they are related to regions that represent only a part of a

country or that reach across national borders. For example, although there might be some

general wage bargaining process for a country as a whole, recently more regional and/or

sector-specific wage agreements occur. A region specific inflation component might also be

due to low labour market mobility creating different labour market conditions across regions,

e.g. between the East and the West of Germany or the North and the South of Italy. It

is also conceivable that the effects of measures taken at the national or area wide level can

differ across regions.

Recent developments in factor analysis allow the estimation of our model for regional

inflation even in the presence of a rather short temporal dimension of the sample, which

is compensated by a rather large longitudinal dimension. Specifically, we employ principal

component based estimators for the factors, along the lines of Stock & Watson (2002b).

While more sophisticated estimation techniques are available, see e.g. Forni, Hallin, Lippi

& Reichlin (2000, 2005), the differences are usually minor both in simulation experiments

and in empirical applications, see e.g. Kapetanios & Marcellino (2004), Favero, Marcellino

& Neglia (2005), although this will depend on the unknown data generating process.2 An

2A somewhat related methodological approach to ours is chosen by Kose, Otrok & Whiteman (2003).
They analyse the common dynamic properties of business cycles using a Bayesian dynamic latent factor
model. Their focus is to investigate the existence of a common world factor and the role of factors common
to a group of countries. Similarly, Ciccarelli & Mojon (2005) investigate the existence of a world factor
driving the inflation rates across countries.
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additional advantage of the principal components in our context is that the estimated factors

are linear combinations of current regional inflation rates only - while the other estimation

methods involve leads and lags. This simplifies their interpretation.

In Section 2 we describe the regional data set we have prepared for this paper, present

some key descriptive statistics and discuss their implications. The data set contains monthly

series from 1995(1) to 2004(10) for Austria, Finland, Germany, Italy, Portugal and Spain,

covering about 2/3 of the euro area in terms of economic activity. For the other euro member

countries, regional data are either not available or their collection started only very recently.

We have also collected disaggregated US data to compare our findings for the euro area.

In Section 3 we present in more detail the factor based econometric framework. In the

Appendix we explain and evaluate an alternative approach to modelling regional inflation

dynamics based on macro variables along the lines of the global VAR analysis by Peseran,

Schuerman & Weiner (2004), which appears to perform worse than the factor based method

for our regional data set.

The subsequent empirical analysis presented in Section 4 focuses on the area wide and

national components in regional inflation rates and involves three stages. First, we estimate

the area wide factors based on all regional inflation rates. We find one main factor explaining

about 50% of the variability in the data. The first three area wide factors, common to all

regions, explain about 75% of the variability in regional inflation data, suggesting important

commonality across all regions. We postulate that these factors are related to common

demand developments within the euro area, mostly related to monetary policy, to changes

in oil prices that might in recent years be related to supply as well as demand effects, or to

external developments, related to exchange rate movements.

At the second stage of our analysis, we estimate the country specific factors, based on the

principal components of the residuals of the regression of each of the regional inflation rates

on the euro area factors. Our results show that three country-specific common factors explain

at least 65% of the remaining variability in regional inflation, also in the large countries.

In the third step we regress regional inflation rates on the estimated area wide and national

factors, finding that both types of factors are strongly significant and that the model explains

a large part of the variability in regional inflation, and it appears to be correctly specified

for most regional inflation series from a statistical point of view.

In Section 5 we evaluate three additional aspects of regional inflation dynamics. First,

we consider whether regional inflation is better explained by area wide inflation than by the

area wide factors, but this turns out not to be the case. Moreover, when area wide inflation
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is used as a regressor there is a spurious increase of about 25% in our measure of regional

inflation persistence.

Second, the analysis discussed in the main text is based on the level of inflation. If

inflation would actually be so persistent as to be integrated of order one, we might find a

lower number of factors to be relevant when analyzing the level of regional inflation, since

stationary factors would be more difficult to detect (see (Bai & Ng, 2002)). Therefore, we

repeat the whole analysis for changes in inflation to investigate the sensitivity of our results

toward the stationarity assumption for inflation, finding that the main results do not change.

Third, we consider explicitly the effects of the introduction of the euro. The question arises

whether regional inflation dynamics differ after the introduction of the euro in comparison

with the period before the start of the European Monetary Union (EMU). Split sample

analysis for the pre- and post-1999 period reveals a limited impact. However, this could be

due to the fact that the EMU was announced well before ’99 so that the convergence process

could have mostly taken place by 1995, the starting date of our sample.

Section 6 compares the results for the euro area with those for the US, employing data

from US metropolitan areas. We find that the first common factor explains a similar amount

of variability of regional inflation in the US as in the euro area, and that US regional inflation

dynamics are also well explained by the factor based representation.

Section 7 investigates the question to what extent aggregate euro area and US inflation

can be explained by the area wide factors extracted from the regional data set. We find

that in both cases the area wide factors are important explanatory variables in addition to

standard aggregate macro variables such as labour market or monetary variables. This result

suggests that area wide factors derived from regional inflation data capture additional aspects

relevant at the aggregate level in addition to the information captured by the aggregate

macroeconomic variables we consider, and provides a further justification for monitoring

regional inflation dynamics.

Finally, in Section 8 we summarize the main findings of the paper and discuss their

implications for the conduct of monetary policy.

2 Regional inflation data

For our study we collected a large set of European regional consumer price data. The data

set contains consumer price index (CPI) data from six EMU member countries and comprises

a total of 70 locations. These data cover about 2/3 of the euro area in terms of economic
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activity and span the period 1995(1) to 2004(10) on a monthly frequency. For the remaining

euro area countries comparable regional data are not available or at least not for a similar

time span. An overview of the countries and regions that are included in our study is given

in Tables 1 and 2. More specifically, we are using price data for 12 German states (‘Länder’),

9 Austrian regions, 5 Finnish regions, 19 Italian cities, 18 Spanish regions (‘communidades’),

and 7 Portuguese regions. In all cases the regions correspond to NUTS-II regions, except for

Germany where only data for NUTS-I regions are available. The Nomenclature of Territorial

Units for Statistics (NUTS) was established by Eurostat in order to provide a single uniform

breakdown of territorial units for the production of regional statistics for the European Union.

Statistical Regions are defined at three levels: NUTS I, NUTS II, and NUTS III where NUTS

III corresponds to the most detailed level of regional disaggregation. As data for Austria

were only available at a city level we compiled NUTS-II level data for Austrian regions by

computing a weighted regional CPI index. Weights were given by the number of inhabitants

of the respective cities. Data for Italy were available for a sufficiently long time period only

for the main city in each of the NUTS II regions. As Table 1 indicates, all data were provided

either by a country’s national statistical office (Austria, Finland, Italy, Spain and Portugal)

or by the respective region’s statistical office (Germany).

All data are monthly, non-seasonally adjusted and are available in index form. Inflation

rates πt are computed as year-on-year percentage changes in the price index in the following

way:

πt = 100 ∗ (lnPt − lnPt−12, ) (1)

where Pt represents the respective price index in t. There is no evidence of seasonality in the

year-on-year inflation rates based on the graphs of the series reported in Figures 1 and 2.

Figure 1 also illustrates the importance and extent of regional inflation rate dispersion

for our sample. Regional dispersion is considerable, spanning a band of around 4 percent-

age points. Additionally, one can observe that there does not seem to be a tendency for

overall inflation dispersion to decrease over time (no σ-convergence). Table 3 provides some

descriptive statistics. Looking at the mean inflation rates, we can see that the lowest average

inflation rate over the sample period prevailed in Germany, followed by Finland, Austria,

Italy, Portugal, and Spain (in that order). Notice also that the average national inflation

dispersion (about 1.5 percentage points) is considerably smaller than the regional dispersion

that we saw in Figure 1 (about 4 percentage points). Looking at the reported cross-sectional

dispersion measures (measured by the standard deviations of regional mean inflation rates),

we can see that dispersion at a national level is lower than at the EMU level. Nevertheless,
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dispersion is still important also at the national level. This indicates that regional data might

contain information that is not available in national data only.

When we split the sample into a ‘pre-EMU’ (1995 - 1998) and an ‘EMU’ (1999 - 2004)

subsample, two major observations can be made. First, mean inflation rates are always lower

in the ‘pre-EMU’ subperiod (see Table 3). Second, inflation dispersion remains more or less

stable across the two subperiods, in line with the visual impression from Figure 1. The

first observation probably reflects the large efforts of EMU countries to meet the Maastricht

criteria before 1999. The second observation shows that, despite substantial harmonization

efforts, considerable heterogeneities across EMU regions continue to exist.

Table 4 contains Augmented Dickey Fuller (ADF) unit root test results for the inflation

rate series contained in our sample. As is well-known, the power of single-equation unit root

tests critically depends on the length of the time span for which data is available. Since our

sample period for year-on-year inflation (1996.01 - 2004.10) is very short, it is probably not

very surprising that for only about 25% of the regions the null hypothesis of a unit root can

be rejected. Given the low power of this test we will nevertheless base most of our analysis

on inflation level data rather than first differences.3 However, as a sensitivity check we will

also repeat the analysis for first differences (see Section 5.2).

Finally, to benchmark and compare our results with a long-established common currency

area, we collected regional consumer price indices for the US. A more detailed description of

these data is given in Section 6.

3 The econometric framework

In this section we model the regional data for the euro area described above using a factor

specification. In particular, if we define xijt as the (standardized) inflation rate in region i of

country j at period t, then

xijt = λijft + ηijgjt + eijt, (2)

i = 1, ..., Nj, j = 1, ..., 6 t = 1, ..., T,

where ft are the area wide common factors with associated loadings λij, that can differ across

regions, gjt are the national common factors with associated loadings ηij (also allowed to differ

3Recently developed panel unit root tests are not suited in our context due to the substantial comovement
across regional inflation rates, evident from Figure 1, which would bias the tests substantially, see Banerjee,
Marcellino & Osbat (2004).
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across regions), and eijt is an idiosyncratic region specific component. Nj is the number of

regions for country j. A similar framework was used by Forni & Reichlin (2001) to analyse

regional output fluctuations.

To identify the model, the area wide and the national factors are assumed to be orthonor-

mal and orthogonal with the idiosyncratic components, while precise technical conditions

on the permitted temporal and longitudinal correlation in the idiosyncratic components are

given in Stock & Watson (2002a, 2002b). Notice that the component λijft could be also

written as λijPP−1ft where P is a full rank matrix whose dimension is equal to the number

of factors. Under our assumption of orthonormal factors, it must be P = I. However, other

more structural identification schemes could be possible, and in this sense our estimated fac-

tors are not ‘structurally’ identified. We will comment on some consequences of this feature

for the interpretation of the empirical results later on.

Notice also that the specification in (2) nests dynamic models where the factors can have

a delayed impact on regional inflation. For example, denoting the area wide common factors

by qt and their lags by qt−1, the model

xijt = αijqt + βijqt−1 + ηijgjt + eijt, (3)

is equivalent to

xijt = λijft + ηijgjt + eijt, (4)

ft =

(
qt

qt−1

)
, λij =

(
αij βij

)
.

The economic rationale of the model in (2) is that there are some common factors under-

lying regional inflation dynamics, such as the common monetary policy within the euro area

(or similar monetary policies in the convergence to the euro), and common external devel-

opments such as oil prices and the exchange rate. These very few factors, ft, should explain

the bulk of the variation in regional inflation, but there could also be a national component

of inflation, related for example to remaining labour and goods markets heterogeneity within

the euro area members. This national component should be captured by the national factors,

gjt. The remaining unexplained component, eijt, is related to pure regional variables, such as

local labour market conditions, which could matter even more than their national counter-

parts due to the low labour mobility across European regions. Structural regional differences

related for example to factor endowments or population differences should not matter, since
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we analyze standardized data where a region specific mean is subtracted from each variable

prior to fitting the factor model.

In the Appendix we present an alternative, variable based regression approach for mod-

elling regional inflation dynamics, related to the global VAR model by Peseran et al. (2004).

We also present some empirical results, indicating that the factor model is a better represen-

tation of our data set.

4 The area wide and national components of regional

inflation

4.1 How much comovement?

The starting point of our empirical analysis is the estimation of the area wide and national

common factors, f̂t and ĝjt, respectively, in equation (2). Stock & Watson (2002a) proved

that, under mild regularity conditions, the factors can be consistently estimated by principal

components of the variables. Therefore, to estimate the area wide factors, we extract up to

six principal components from the pooled regional dataset, which contains a total of 70 time

series.

The first panel of Table 5 reports the eigenvalues of the variance covariance matrix of the

variables in decreasing order, the proportion of variance explained by each component, and

the cumulated explained variance. These figures are useful to select the number of common

factors. Statistical information criteria for the selection of the number of factors, in particular

those proposed by Bai & Ng (2002), are hardly applicable in our context due to the rather

small sample size and the presence of some correlation across the idiosyncratic components.

In these conditions the information criteria tend to indicate either just one or the maximum

pre-specified number of factors. The first factor explains about 48% of the variance in all

regional inflation rates, whereas about 75% of the variance of all series is explained by three

factors. There is a substantial drop of about 50% between the variance explained by the

third and the fourth factor, 0.106 and 0.054, respectively. Furthermore, the second and

third factors are significant in the models for all regions. Overall, these results suggest that

three area wide factors are sufficient to explain regional inflation. Therefore, we assume that

there are three area wide factors, and estimate them by the first three principal components

of the regional variables. Also, from an economic point of view we would expect at least

three different common shocks, related to demand shocks (common monetary policy), supply
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shocks (e.g. oil prices) and external developments.4

For each country we then clean the regional series from the common area wide effects by

regressing them on the three estimated area wide factors. The principal components of the

resulting residuals can be used to estimate the national factors. This procedure is justified

by the assumed orthogonality of the area wide, national and regional components.

The principal component analysis of the resulting residuals is reported in the other panels

of Table 5 for Austria, Germany, Spain, Finland, Italy and Portugal. A limited number of

national factors seems capable of summarizing efficiently the information in the national

residual inflation series. In general three factors are again sufficient to explain about 75%

of the variance of the series, with higher values for the smaller countries due to their lower

number of regions. For Germany the fourth factor might be significant and for Italy the choice

is not clear-cut, but for the sake of comparability we assume that there are three national

common factors in each country. Furthermore, from an economic perspective we would

expect at least three factors to be relevant, reflecting the role of labour market institutions,

fiscal policy measures and institutional structures, including product market regulations and

financial regulations.

4.2 Explaining regional inflation with area wide and national fac-

tors

After having estimated the area wide and national factors, we now study how strong their

joint explanatory power is for each regional inflation series.

We start by estimating an ADL(1,1) model where each regional inflation series is regressed

on its own lag, the factors, and one lag of each factor, namely

xijt = λijft + ηijgjt + αijft−1 + βijgt−1 + ρijxijt−1 + uijt. (5)

We then test the (so-called COMFAC) restrictions on the parameters, αij + ρijλij = 0 and

4When the factors are regressed on area wide variables such as the short-term interest rate, M3 growth,
the exchange rate and the growth in oil prices, these variables have, as expected, a good explanatory power.
However, due to the mentioned lack of structural identification it is not possible to associate each factor
with specific area wide macroeconomic variables. Additional insight into the economic interpretation of the
factors could be provided by a structural factor approach along the lines of Forni, Giannone, Lippi & Reichlin
(2005). However, our data set is not rich enough for such an approach to be implemented, since most real
variables are not available on a monthly basis on the regional level.
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βij + ρijηij = 0, which imply that the model can be written as

xijt = λijft + ηijgjt + eijt, (6)

eijt = ρijeijt−1 + uijt,

uijt = i.i.d.N(0, σ2
ij).

In most cases the restrictions are not rejected, so that (6) represents our specification of

the regional inflation dynamics. Notice that in this specification the parameter ρij provides

a measure of the persistence of inflation (conditional on the variables and factors), since

it is equal to the coefficient of lagged inflation in the ADL(1,1) formulation of the model.

The fact that estimated rather than true factors are used in (6), e.g. f̂t rather than ft, in

general creates no generated regressor problems due to the fast convergence rate of the factor

estimator, see Bai (2003).

In Table 6 we report parameter estimates for model (6). The loadings (and standard

errors) of the three area wide common factors are presented in the columns labeled PCi ALL,

those of the national factors in PCi CS, i=1,2,3, and the estimated persistence of inflation,

ρ̂ij, in the column AR(1). We also report the adjusted R2 of each regional regression, and

the p-values of tests for no correlation (LM), homoskedasticity (White) and normality (JB)

of the residuals uijt.

A few remarks are in order. First, both the area wide and the national factors are strongly

significant in virtually all regions. This confirms the remaining importance of the national

components of inflation dynamics. Second, there is a large variability in inflation persistence,

for example the range for Germany is 0.51 to 0.92. Third, the explanatory power of the model

is quite good, with an average value of the adjusted R2 of 0.964. This is not surprising given

the previous findings on the high explanatory power of a few principal components. Finally,

the p-values of the tests on the residuals are in general above the standard value of 0.05,

rejection of one of the null hypotheses under consideration happens in less than 15% of

the regions. This provides substantial support in favour of the model (6) as a congruent

representation for regional inflation series.

Another interesting issue that can be analysed within the representation (6) is whether the

area wide factors have the same effects across all regions, namely whether λij = λ. Despite

the fact that the factors are not separately identified, if the restriction λij = λ holds for ft it

can be shown that it will also hold for any rotation of the factors Pft where P is a full rank

matrix.

The p-value for testing the hypothesis of equality of the loading across the 70 regions is
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very low for all factors (Table 6). Therefore, the hypothesis of homogeneity is rejected. From

an economic point of view this is an important finding, since it implies that the deviation

of regional inflation from a common average value can partly be attributed to developments

that affect the euro area as a whole. As mentioned in the introduction, this result is very

likely due to asymmetries in the economic structure of the regions.

5 Some additional aspects of regional inflation dynam-

ics

In this section we evaluate some additional aspects of regional inflation dynamics. We present

and discuss a summary of the results. Detailed tables are available from the authors upon

request.

5.1 The role of area wide inflation for regional inflation dynamics

The first issue we evaluate is the role of area wide inflation for explaining regional inflation

dynamics. We have seen that the area wide factors are statistically significant and yield

congruent statistical models. However, from the economic point of view, they could just be

a proxi for area wide inflation.

To investigate whether this is the case, we consider the model

xijt = γijπt + ηijgjt + eijt, (7)

eijt = ρijeijt−1 + uijt,

uijt = i.i.d.N(0, σ2
ij),

where πt is the area wide inflation rate. Estimating this model, γij is always statistically

different from zero and the estimated values are close to one. However, when the area wide

factors are added as regressors, area wide inflation looses its significance.

Notwithstanding the previous result, it can be interesting to analyze the deviations of

regional inflation from the common area wide level as a function of national factors, for

example to evaluate convergence issues. This is equivalent to estimating the model (7)

imposing the restriction γij = 1.

Overall, there are no major signs of misspecification of the estimated equations, and the

national factors are strongly significant in explaining deviations of regional inflation from the
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area wide level. However, the average fit of the model decreases with respect to the model

in (6), from 0.964 to 0.858, and, more importantly, there is an increase of about 25% in the

average estimated persistence of inflation, from 0.76 to 0.94. This provides a serious warning

for analyses of inflation convergence: it is better to regress regional inflation on several area

wide factors rather than just taking it in deviations from area wide inflation. Otherwise,

there can be a substantial spurious increase in persistence.

5.2 An analysis of changes in inflation

The analysis presented so far has been based on the level of inflation. If inflation would actu-

ally be integrated of order one, we might find a lower number of factors to be important when

analyzing the level of regional inflation, since stationary factors would be more difficult to

detect (see (Bai & Ng, 2004)). Therefore, we now consider changes in inflation to investigate

the sensitivity of our results toward the stationarity assumption for inflation.

Overall, the results emerging from the principal component analysis for the regional in-

flation changes, for the euro area and for each of the six countries do not change with respect

to Table 5. With three area wide factors we can still explain a substantial fraction of the

variability of all series, 0.469, though smaller than for inflation levels (0.754), and even higher

figures are obtained for the three national factors, with the exception of Italy (0.318) and

Spain (0.417). For the sake of comparability, we will continue the exercise assuming the

existence of three area wide and national factors also for the changes in inflation.

When the changes in regional inflation are regressed on the new set of factors, a few

interesting findings emerge. First, in general all factors are strongly significant. Second,

their explanatory power is quite good, the average adjusted R2 is 0.748 (it was 0.964 for the

levels), and their relative role with respect to the persistence in the series increases. Third,

the average persistence parameter is -0.10 (versus 0.76 for the levels). Since this parameter

is equal to ρ − 1, the fact that the average persistence is negative provides some evidence

for overdifferencing the regional inflation series. This is a further justification for our choice

of conducting the analysis in terms of the level of inflation. Finally, the models remain

statistically well specified on the basis of the outcome of the diagnostic tests on the residuals.

On the basis of these results, which are neither qualitatively nor substantially different

from those in Section 4, we will continue our investigation of regional inflation dynamics

using inflation in levels.
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5.3 The effects of EMU

The introduction of the euro in 1999 and the associated delegation of monetary policy to

the ECB represent major institutional changes that can have a large impact on inflation

dynamics. In particular, we would expect a larger area wide component for inflation and a

decline in dispersion in the long run. However, since the formation of a European Monetary

Union was to some extent expected since the early ’90s, the convergence process has been

a continuous, slowly evolving process such that there could be no major changes in regional

inflation dynamics after the formal introduction of the euro.

A nice feature of the estimation procedure we adopt for the factor model is that it requires

a large longitudinal dimension more than a large temporal dimension. Therefore, we can split

our already short sample into two subsamples, and evaluate whether the figures before and

after 1999 differ. In particular, we consider the samples 1995-98, 1999-2004, and we also look

at 1991-94 for a subset of the regions (due to data availability) in order to have a benchmark

for the more recent periods.

As discussed in Section 2, there is an increase in the mean inflation rate and no major

change in dispersion of regional inflation after the introduction of the euro in 1999. However,

there is a marked decline in regional inflation dispersion in comparison with the period 1991-

1994, where it is 1.45 compared to 0.61 in 1995-98 and 0.70 in 1999-2004 (see Table 3).

An interesting feature of the principal component analysis for the euro area is that the

fraction of variance explained by the first three factors decreases in 1999-2004 in comparison

with 1995-98, from 0.896 to 0.799. Both values are higher than the full sample figure, 0.754,

indicating there can indeed be some differences in the two subperiods. In particular, it

seems that commonality in inflation evolution slightly decreased after the convergence phase.

The different values are mostly due to the contribution of the first factor in explaining the

variability of all series: it was 0.687 in the run-up to the monetary union but decreased to

0.562 afterward (and it was even lower, 0.483 in the full sample).

With respect to the first subperiod, the contribution of the first factor and of the first

three factors is higher for 1991-94 than for 1999-04 likely due to the common downward

trend in regional inflation rates, which decrease from an average value of 4.89% in 1991-94

to 1.89% in 1995-98. The contribution of the factors is highest in 1995-98, which provides

further evidence in favour of the idea that commonality in inflation was maximum in the

period closer to the adoption of the euro, related to the explicit inflation criterion to be

satisfied for adoption of the euro.5

5As another procedure to evaluate the extent of the differences before and after the euro, we construct full
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Repeating the split sample analysis at the national level, the same temporal pattern

of commonality as for the euro area emerges for Austria, Spain, Portugal and, even more

markedly, for Italy. Instead, for Germany and Finland there are basically no changes before

and after 1999. However, for Germany there are major differences in the period 1991-94, with

substantially higher commonality, as a consequence of the convergence in inflation following

the reunification.

We also evaluated the role of the area wide and national split factors in explaining regional

inflation rates, by running regressions similar to those in Table 6 The major feature is a

higher persistence in regional inflation in 91-94 compared to the more recent period, but in

all subsamples the factors maintain their importance as regressors, the fit is always good,

though not better than for the full sample, and the models remain correctly specified.

In summary, allowing for different driving forces before and after the euro can have some

effects, in particular the commonality of inflation seems to have slightly decreased after 1999

after a peak in the run-up to the monetary union. However, the explanatory power of the

area wide and national factors for regional inflation on average does not increase in the two

subsamples. On this basis we believe that our full sample results are reliable and not affected

by major structural breaks.

6 Euro regions and US cities

To benchmark and compare our results with a long established common currency area, we

have collected data for the US. Unfortunately price data at the state level do not seem to

be available, and those for the main metropolitan areas also present several problems of

availability. In the end, we have bi-monthly data for a comparable sample, 1995-2004, for

eleven metropolitan areas.6

sample factors by joining the estimated subsample factors (PC SPLIT), and we evaluate how similar they
are with respect to the full sample factors we obtained in the previous section (PC). PC1 SPLIT and PC1
are highly correlated, -0.964, where the negative value is just due to a different normalization. Instead, the
correlations between PC2 SPLIT and PC2 and PC3 SPLIT and PC3 are lower, 0.585 and -0.523, respectively.

6In particular, monthly CPI data are available for Chicago-Gary-Kenosha, New York-Northern New
Jersey-Long Island, and Los Angeles-Riverside-Orange County. For Detroit-Ann Arbor-Flint, Houston-
Galveston-Brazoria, Miami-Fort Lauderdale, Philadelphia-Wilmington-Atlantic City, and San Francisco-
Oakland-San Jose CPI data are released in even-numbered months. For Boston-Brockton-Nashua, Cleveland-
Akron, and Dallas-Fort Worth data are available in odd-numbered months. For US areas for which data are
available monthly only even month data are used. Also, at the beginning of the sample, data for Philadelphia-
Wilmington-Atlantic City and San Francisco-Oakland-San Jose were monthly, but switched to even month.
For Dallas-Fort Worth data were released in even-numbered months at the beginning of the sample, while
the reverse is true for Miami-Fort Lauderdale.
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Panel 2 of Table 3 reports some descriptive statistics for the US data. Comparing these

data with the analogous euro area figures the following conclusions can be drawn: First,

average inflation seems to be somewhat higher (2.50% compared to 2.18%) for US regions than

for euro area regions. However, also for US regions inflation rates are somewhat lower between

1995-1998 (pre-EMU period) than after 1999 (EMU-period). A big difference between the

two samples exists with respect to the measured degree of inflation dispersion. For euro area

regions the dispersion is about twice as large as that for US regions. This holds for both

observed subperiods and suggests that the degree of segmentation across European regional

markets is considerably larger than that across US regional markets. National policies are

one candidate variable to explain the larger degree of heterogeneity across euro area inflation

rates. However, the euro area data set also contains a much larger number of regions, which

also contribute to the higher dispersion.

The principal component analysis indicates that also for the US the first three components

explain a substantial proportion of variance, 80%, see the first panel of Table 7, versus 75%

for the euro area (with many more regions). In particular, the first component explains 57%

of the variance in regional inflation versus 48% for the euro area.

When the estimated factors are used to explain the regional inflation dynamics in the

US, they are in general strongly significant, the average adjusted R2 is about 0.80, the

average persistence is 0.54 (versus 0.76 for the euro area), and there are basically no signs of

misspecification of the models, see Table 8.

In summary, the factor based methodology to analyse regional inflation provides good

and interesting results also for the US, though the size of the data set is rather limited. With

respect to the euro area, the main difference is the lower degree of persistence of inflation,

which characterizes not only the aggregate variable but also the regional series.

7 Aggregate inflation dynamics: Euro area and the US

So far we have evaluated the role of the estimated area wide and national factors in explaining

regional inflation. Now we consider whether they can also provide useful information for

aggregate inflation.

In the first panel of Table 9 we show that the euro area (HICP) inflation is strongly

correlated with the first factor extracted from the regional dataset (-0.90), with lower values

for the second and third ones. It should be noted that area wide HICP is not constructed

by aggregating regional series and that the principal components are derived by combining
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the regional series on the basis of their capacity to explain the variance in regional inflation

and not on the basis of GDP weights. Therefore, the high correlation of the first factor with

euro area inflation is not due to an accounting identity.

We model euro area aggregate inflation by regressing it on a set of rather standard macroe-

conomic variables including the euro area short-term interest rate (IS), unemployment (UR)

and the growth rate of oil prices (POIL), of euro area money supply (M3), of nominal

effective exchange rate (EXR), unit labour costs (ULC) and industrial production (IP ),

using the restricted ADL(1,1) model formulation.7 From the second panel of Table 9 only

the growth rate of money, oil prices and industrial production are significant, often with the

wrong sign, and the reduction in the standard error of the regression with respect to a simple

AR(1) model is minor, from 0.194 to 0.169 (the adjusted R2 changes from 0.85 to 0.89).

When the three area wide factors are added to the regressor set, a number of interesting

results emerge. First, all the three factors are strongly significant. Second, the coefficients of

the macroeconomic variables are systematically and substantially more precisely estimated.

Third, the list of significant macroeconomic variables changes. It now includes the short-

term interest rate, the growth rate of unit labour costs and the unemployment rate. Only

the latter variable appears with the wrong sign, maybe because unemployment did not play a

strong role in wage bargaining in the euro area. Fourth, the standard error of the regression

decreases substantially, to 0.108, and the adjusted R2 increases to about 0.96. Fifth, there is

a major decrease in inflation persistence from 0.94 to 0.57.8 Finally, the diagnostic tests on

the residuals (LM test for no serial correlation, White test for homoscedasticity, and Jarque-

Bera test for normality) suggest that there is no indication of any major mis-specification of

the underlying model.

To evaluate whether the results can be affected by the possible endogeneity of the regres-

sors, we have estimated the equation by two stage least squares, using the second lag of all

regressors as instruments. There are no relevant changes in the results presented in the final

row of Table 9.

Regarding the US, from the top panel of Table 10 the first area wide factor is as in the

euro area strongly correlated with CPI inflation. Moreover, from the second panel of Table

10 the effects of the inclusion of the factors into the equation for aggregate inflation are also

7This equations could be considered as a reduced form of more structural Phillips curve type equations,
that we augment with monetary and international variables. We leave the investigation of Phillips curve
regressions on a regional level for further research.

8Note that this result of a more moderate inflation persistence is more in line with studies carried out
within the inflation persistence network of the ESCB (for a summary see Angeloni, Aucremanne, Ehrmann,
Gali, Levin & Smets (2005).
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similar to those for the euro area. In particular when US inflation is regressed on macro

variables only, the gains with respect to a pure AR specification are minor, while adding

also the factors significantly increases the adjusted R2 from 0.68 to 0.85. In this case the

main contribution comes from the first factor, and additional dynamics is needed for the

model to have uncorrelated errors. An instrumental variables regression by two stage least

squares (TSLS) with five lags of dependent and independent variables as instruments does

not substantially change the estimation results. Finally, the value of the measure of inflation

persistence is very similar to what we have found for the euro area, 0.59 vs 0.57.

In summary, the factors extracted from the regional dataset appear to be quite impor-

tant also to explain aggregate inflation. Due to the lack of identification of the factors, it

is unfortunately only possible to provide alternative economically plausible interpretations,

and not a single explanation for their relevance for area wide inflation. They might proxi

for omitted variables, or they reduce the measurement errors when variables like industrial

production growth are used as proxi for the output gap, or they could truly capture the

effects of regional inflation co-movements, that are not captured in aggregate information,

on area wide inflation. In any case, the results of this section provide additional evidence in

favour of the relevance of studying inflation at a regional disaggregate level.

8 Conclusions

In this paper we analyse regional inflation dynamics in the euro area using a novel disag-

gregate dataset. It contains CPI data at a regional level within euro area countries, on a

monthly frequency, covering 2/3 of the euro area in terms economic activity.

We employ a model where regional inflation is explained by common euro area and country

specific factors and a remaining idiosyncratic regional component. We also consider an

alternative modelling approach, where regional inflation is explained by area wide and country

specific macroeconomic variables. However, while there are no major qualitative changes in

the results, this approach is dominated by the factor based specification, in the sense that

the macro variable based regressions have lower explanatory power for regional inflation than

the factor models.

A number of findings regarding the role of regional inflation heterogeneity within and

across countries emerge.

First, there is a substantial common area wide component in regional inflation rates,

likely related to the common monetary policy in the euro area, to external developments, in
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particular to changes in oil prices and exchange rate movements. While the area wide factors

are strongly significant and have a high explanatory power, their loadings are different across

different regions, which suggests that differences in regional inflation developments are partly

due to area wide phenomena.

Second, the national components are relevant for explaining regional inflation, with id-

iosyncratic regional variability playing a minor role. Overall the component of regional in-

flation variation that is not due to area wide and external developments is on average about

25 %.

Third, our findings do not differ substantially before and after the formal introduction

of the euro in 1999, even though the average level of regional inflation has changed. This

indicates a limited effect of EMU on inflation dynamics from the mid 90s onwards. However,

both the average level of inflation and the regional dispersion were substantially higher in

the early 90s, suggesting that convergence has largely taken place before the mid 90s.

Fourth, analysing US regional inflation developments yields similar results regarding the

relevance of common US factors, but inflation dispersion is substantially lower (even though

the latter result could be due to the lower number of units in the US dataset).

Finally, we find that disaggregate regional inflation information, as summarised by the

area wide factors, is important in explaining aggregate euro area and US inflation rates, even

after conditioning on macroeconomic variables.

Therefore, monitoring regional inflation rates within euro area countries appears to pro-

vide relevant additional information for the monetary policy maker.
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Appendix: Factor model versus regression based ap-

proach to modelling regional inflation

As an alternative modelling approach to the factor model presented in Section 3, regional

inflation could be made dependent on area wide, national and regional macroeconomic vari-

ables. Let us consider for simplicity the case where regional inflation depends on area wide

variables only, zt, so that

xijt = λijzt + eijt. (8)

In this model, the regional variables are linked together by the area wide variables zt, as for

example in the Global VAR models of Peseran et al. (2004) at a national level.

To analyse whether our results for regional inflation obtained with the factor based regres-

sions are robust in comparison with those obtained in a macro variable based approach, we

have estimated an extended version of the model in (8) using money, interest rates, exchange

rate and oil prices as euro area macroeconomic variables to capture area wide determinants

of inflation, including common monetary policy within the euro area and common external

developments such as oil price and exchange rate changes. We have also added the un-

employment rate, the growth rate in wages, unit labour cost and industrial production as

country-specific variables, since their heterogeneous behaviour in the countries under anal-

ysis can have different effects on regional inflation. The results of the regressions on the

macroeconomic variables are available from the authors upon request.

The macroeconomic variables are strongly significant. However, the values of the adjusted

R2 are systematically lower than the corresponding numbers for the factor based regressions,

the losses are around 10 %.

Another interesting feature which can be evaluated is whether the rejection of homogene-

ity of the coefficients of the area wide factors detected within the factor based approach holds

also in this variable based framework.

The p-values of the test for the null hypothesis of homogeneity do not reject in this case,

except for money M3 and oil prices in Italy and short-term interest rates in Portugal. In

particular, the impact of a short-term interest rate and area wide M3 does differ significantly

across regions, which is of importance from a monetary policy point of view. However, this

finding appears to be due to the substantially higher estimation uncertainty of the coefficients

of the macro variables compared with those of the factors.

A final important question is to evaluate whether the factors have additional explanatory

power if included in the macro variable based regression.
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Therefore, we have regressed regional inflation series on both the factors and the macro

variables, i.e.

πreg
ijt = νij + λijft + ηijgjt + aijzt + bijyjt + eijt, (9)

where ft and gjt are the area wide and national factors and zt and yjt are the area wide

and national variables. In the final two columns of Table 6 we report, for each region, an

F-test (F-test 1) for the non-significance of, respectively, the area wide and national factors,

i.e. testing H0 : λij = 0 and ηij = 0, in equation (9). Furthermore, we report an F-test for

the non-significance of the area wide and national macro variables (F-test 2), i.e. testing

H0 : aij = 0 and bij = 0 in equation (9). The zero effect of the factors is rejected in each

region at a 5% significance level, while the zero effect of the macroeconomic variables is only

rejected in 25 out of 70 regions. Therefore, macro variables might be excluded from the

model in many regions, but factors always have to be included.

On the basis of these results and of the previous finding on the improved goodness of fit,

we conclude that the factor model provides a better representation for our regional inflation

data set.
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Table 1: Countries and Regions Included in our Study

Germany (12 NUTS-I Regions)

Regions: Baden-Württemberg, Bayern, Berlin, Brandenburg, Hessen,
Mecklenburg-Vorpommern, Niedersachen, Nordrhein-Westfalen, Saarland, Sachsen,
Sachsen-Anhalt, Thüringen
Data Source: Statistical offices of the individual German states

Austria (9 NUTS II Regions)

Regions: Burgenland, Kärnten, Niederösterreich, Oberösterreich, Salzburg, Steier-
mark, Tirol, Vorarlberg, Wien
Data Source: Statistics Austria

Finland (5 NUTS-II Regions)

Regions: Ita-Suomi, Etela-Suomi, Lansi-Suomi, Pohjois-Suomi, Aland
Data Source: Statistics Finland

Italy (20 Major Cities of NUTS-II Regions)

Regions: Ancona, Aosta, Bari, Bologna, Cagliari, Campobasso, Firenze, Gen-
ova, L’Aquila, Milano, Napoli, Palermo, Perugia, Potenza, Reggio Calabria, Roma,
Toino, Trento, Trieste, Venezia
Data Source: Istituto Nazionale di Statistica (ISTAT)

Spain (18 NUTS-II Regions)

Regions: Andalucia, Aragon, Principado de Asturias, Baleares, Canarias, Caabria,
Castilla y Leon, Castilla La Mancha, Cataluna, Ceuta y Melilla, Extremadura,
Galicia, Communidad Madrid, Cummunidad Murcia, Navarra, Pais Vasco, La Rioja,
Communidad Valenicana
Data Source: Instituto Nacional de Estadistica (INE)

Portugal (7 NUTS-II Regions)

Regions: Acores, Algarve, Altenejo, Centro, Lisbon, Madeira, Norte
Data Source: Instituto Nacional de Estatistica (INE)

U.S.A. (11 Metropolitan Areas)

Regions: Boston-Brockton-Nashua, Chicago-Gary-Kenosha, Cleveland-Akron,
Dallas-Fort Worth, Detroit-Ann Arbor-Flint, Houston-Galveston-Brazoria, Los
Angeles-Riverside-Orange County, Miami-Fort Lauderdale, New York-Northern New
Jersey-Long Island, Philadelphia-Wilmington-Atlantic City, San Francisco-Oakland-
San Jose
Data Source: Bureau of Labor Statistics (BLS)



Table 2: Country/Region Short Names

Full Short Full Short Full Short
Name

Countries

Austria AU Germany DE Finland FI
Italy IT Spain ES Portugal PO
USA US

Regions

Cast. la Mancha alba Marche anco
Extremadura bada Baden-

Württemb.
bade Cataluna barc

Puglia bari Bayern baye Berlin berl
Emilia-Romagna bolo Brandenburg bran Burgenland burg
Sardegna cagl Molise camp Ceuta e Melilla ceut
Norte coim Algarve evor Centro faro
Toscana fire Lisboa func Liguria geno
Ita-Suomi hels Hessen hess Etela-Suomi joen
Krnten kaer Lansi-Suomi kokk Galicia laco
Canarias lapa Abruzzo laqu Alentejo lisb
La Rioja logr Madrid madr Mecklenburg-

Vorp.
meck

Milano mila Murcia murc Campania napo
Niedersachsen nied Niederösterreich nied Nordrhein-Westf. nord
Oberösterreich ober Pohjois-Suomi oulu Asturias ovie
Sicilia pale Baleares palm Navarra pamp
Umbria peru Reg.Aut.d.Acores pont Reg.Aut.d.Madreira port
Calabria regg Lazio roma Sachsen-Anhalt saan
Saarland saar Sachsen sach Salzburg salz
Pais Vasco sans Cantabria sant Aragon sara
Andalucia sevi Steiermark stei Aland tamp
Thüringen thue Tirol tiro Piemonte tori
Trento tren Friuli-Venezia trie Valencia vale
Castilla Leon vall Veneto vene Vorarlberg vora
Wien wien



Table 3: Descriptive Statistics for Euro Area and US Regional Inflation Rates (1995.01 -
2004.10, 1995.01 - 1998.12, 1999.01 - 2004.10))

Euro Area

1995-2004 1995-1998 1999-2004

Mean Std.
Dvt.

Mean Std.
Dvt.

Mean Std.
Dvt.

All Regions 2.18 0.63 1.89 0.61 2.26 0.70
Germany 1.35 0.15 1.21 0.21 1.31 0.20
Austria 1.62 0.10 1.19 0.17 1.73 0.11
Finland 1.41 0.09 1.07 0.05 1.60 0.13
Italy 2.26 0.22 2.13 0.33 2.22 0.22
Spain 2.87 0.22 2.45 0.25 3.06 0.24
Portugal 2.85 0.15 2.41 0.28 3.09 0.12

U.S.A.

Mean Std.
Dvt.

Mean Std.
Dvt.

Mean Std.
Dvt.

All Regions 2.50 0.29 2.28 0.43 2.68 0.35

Notes:
The mean year on year CPI inflation rate (mean) is computed as the cross-sectional mean of all regional
mean inflation rates (geometric mean) included in the respective sample. The computation of the standard
deviation (std. dvt.) is likewise based on the cross-section of the geometric means of all regional mean
inflation rates included in the respective sample.



Table 4: : ADF Unit Root Tests on euro area regional inflation series, 1995-2004

Total Number of Re-
gions

Number of Rejections
(5% Significance Level)

All Regions 70 17
Germany 12 8
Austria 9 0
Finland 5 0
Italy 19 8
Spain 18 1
Portugal 7 0

Notes:
1) Results are based on regressions including a constant and lagged differences up to the highest significant
lag with a maximum of 12 lags.
2) Critical values are taken from MacKinnon (1991).



Table 5: Euro Area Wide and National Factors

Comp. 1 Comp. 2 Comp. 3 Comp. 4 Comp. 5 Comp. 6
All Regions

Eigenvalue 33.499 11.384 7.381 3.732 2.964 1.876
Variance Prop. 0.483 0.164 0.106 0.054 0.043 0.027
Cumulative Prop. 0.483 0.647 0.754 0.808 0.850 0.877

Austria

Eigenvalue 1.343 0.513 0.238 0.195 0.163 0.128
Variance Prop. 0.501 0.192 0.089 0.073 0.061 0.048
Cumulative Prop. 0.501 0.693 0.782 0.854 0.915 0.963

Germany

Eigenvalue 0.701 0.501 0.385 0.328 0.160 0.100
Variance Prop. 0.291 0.208 0.160 0.136 0.066 0.042
Cumulative Prop. 0.291 0.500 0.659 0.796 0.862 0.904

Spain

Eigenvalue 1.195 0.604 0.491 0.186 0.155 0.144
Variance Prop. 0.380 0.192 0.156 0.059 0.049 0.046
Cumulative Prop. 0.380 0.572 0.728 0.787 0.836 0.882

Finland

Eigenvalue 1.468 0.072 0.062 0.018 0.008
Variance Prop. 0.901 0.044 0.038 0.011 0.005
Cumulative Prop. 0.901 0.945 0.984 0.995 1.000

Italy

Eigenvalue 1.283 0.860 0.451 0.350 0.320 0.288
Variance Prop. 0.299 0.201 0.105 0.082 0.075 0.067
Cumulative Prop. 0.299 0.500 0.606 0.687 0.762 0.829

Portugal

Eigenvalue 1.341 0.778 0.440 0.155 0.105 0.102
Variance Prop. 0.453 0.263 0.149 0.052 0.035 0.035
Cumulative Prop. 0.453 0.716 0.864 0.917 0.952 0.987

Notes:
1) The area wide factors (‘All Regions’) are estimated as the principal components extracted from a dataset
with all the regions of all countries and the sample period 1995-2004.
2) The national factors are estimated as the principal components, extracted for each country from the
residuals of a regression of regional inflation rates on area wide components over the same sample period.
We report eigenvalues associated with the first 6 principal components, the proportion of variance explained
by each component, and the cumulative proportion of explained variance.
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Table 7: US area wide factors

Comp 1 Comp 2 Comp 3 Comp 4 Comp 5 Comp 6

Eigenvalue 7.167 1.663 1.209 0.792 0.701 0.432
Variance
Prop.

0.568 0.132 0.096 0.063 0.055 0.034

Cumulative
Prop.

0.568 0.699 0.795 0.858 0.913 0.947

Notes:
1) The area wide factors are estimated as the principal components extracted from the inflation series for
the metropolitan areas. 2)See notes to Tables 5.
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Figure 1: Regional European Inflation Rates: 1995 - 2004

Note: Figure 1 plots cross-sectional inflation rates for Germany, Austria, Finland, Italy, Spain,
and Portugal. Inflation rates are computed as year-on-year percentage changes in the underlying
consumer price index.



Figure 2: Regional European Inflation Rates: Grouped by Countries

(a) Germany (b) Austria

(c) Finland (d) Italy

(e) Spain (f) Portugal

Notes: Figure 2 plots cross-sectional inflation rates for Germany, Austria, Finland, Italy, Spain,
and Portugal. Inflation rates are computed as year-on-year percentage changes in the underlying
consumer price index.


