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Abstract

The authors structurally estimate and evaluate, for the U.S., the E.U., and Canada,
various classes of recently-proposed Calvo-type models, using identification-robust meth-
ods. The models differ in their assumptions regarding price indexation (when firms can-
not re-optimize their pices), in the way capital is used (homogenous or firm-specific),
and in the elasicity of intermediate goods demand facing firms. Our approach is to
obtain point and confidence-set structural parameter estimates, based on inverting
identification-robust test statistics. Importantly, we maintain the focus on the struc-
tural aspect of the model, and formally impose the restrictions that map the theoretical
model into the econometric one. In addition, we propose a test statistic that is invariant
to the considered delay between the time firms re-optimize their prices and the time
they implement these new prices.

Results are as follows. For the U.S., we find no statistical support for the standard
Calvo model. Instead, there is evidence in favour of a dynamic indexation model
with firm-specific capital and an increasing elasicity of intermediate goods demand
facing firms. For Canada, there is some support for a dynamic indexation Calvo model
regardless of whether capital is assumed to be firm-specific or not, but only if no price
implementation delays are present. For the E.U., the results are mixed. Overall, we
also find that, in all cases, when firm-specific capital is assumed, results are almost
identical whether adjustment costs are assumed to be zero or not. Second, outcomes
are very different depending on the considered implementation delay. Third, except
when allowing for uncertainty in the considered implementation delay, the uncertainty
about the average frequency of price adjustment in the economy is dramatically large.

JEL classification: C13, C52, E31
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1. Introduction

Calvo-type sticky price models have received extensive interest in economic research circles,
specially in the analysis of the effects of monetary policy. One reason for the popularity
of these models is the so-called Calvo assumption—the number of firms that can change
their prices at any given time is determined exogenously—which can make working with
these time-dependent models substantially easier than working with (more intuitive) state-
dependent models. Another reason is the statistical support found for the inflation dynamics
equation based on such models (see, for example, Gaĺı and Gertler (1999); Gaĺı, Gertler, and
Lopez-Salido (2001), Sbordone (2002)). Despite criticisms raised about specification bias,
the use of limited-information setups, and the appropriateness of instrumental-variables-
based inference (see, for example, Rudd and Whelan (2005); Linde (2005); Dufour, Khalaf,
and Kichian (2005)), recent studies continue to claim support for Calvo-type models, and, in
particular, for more generalized versions of such models. Christiano, Eichenbaum, and Evans
(2005) allow for frictions in the labor market, calibrate one group of parameters, and estimate
another group of parameters by matching moments.1 Based on these estimates, they find
inertial response in inflation and a hump-shaped response in output following a monetary
policy shock. Eichenbaum and Fisher (2005), using generalized method of moments (GMM),
claim statistical support for Calvo-style sticky price models, in general, and add that these
models imply a plausible average frequency of firm price re-optimization if capital is allowed
to be firm-specific and the elasicity of intermediate goods demand facing firms is allowed to be
variable. Finally, Gaĺı, Gertler, and Lopez-Salido (2005) re-affirm the validity of their original
statistical findings (and, in particular, of the importance of the forward-looking component
of aggregate inflation) by conducting GMM estimation of the closed form of their model,
and by estimations with nonlinear instrumental variables (NLIV) methods. Their analysis
emphasizes the fact that any econometric method should formally take into account the
constraints on the parameters and/or error terms, as implied by the underlying theoretical
model. This should hold true whether inference is based on a single structural equation, on
the closed form, or on a structural system.

Clearly, the usefulness of the existing variants of the Calvo-type models for empirical or
policy analysis depends importantly on their statistical identifiability, i.e. whether reliable
econometric methods allow to estimate their underlying parameters with measurable preci-
sion. The theoretical framework typically yields Euler equations which lead to orthogonality
conditions amenable to estimation via instrumental variables [IV] or GMM. So, when taken
to the data, these models are often confronted with two central concerns: (i) endogeneity
[which stems, in particular, from the presence of expectations-based regressors and from
errors-in-variables issues], and (ii) parameter nonlinearity [which results, of course, from the
connection between the key parameters of the underlying theoretical model and the param-
eters of the estimated econometric model].2

Both, endogeneity, and nonlinear parameter constraints, complicate statistical analysis in
a non-trivial way. Nonlinearities can impose discontinuous parameter restrictions. In many

1More precisely, they minimize a measure of the distance between the model’s impulse response functions

and the empirical impulse response functions.
2For a discussion on both problems, see, for example, Gaĺı, Gertler, and Lopez-Salido (2005).
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cases, models are heavily parametrized so that some of the parameters are calibrated, and
direct estimation is typically feasible for transforms of parameters of interest. Estimates of the
latter are then “backed-out”, and confidence intervals are constructed using the delta-method
or alternative projection techniques; see, for instance, Eichenbaum and Fisher (2005). Such
difficulties, in conjunction with possibly-weak instruments, lead to the eventuality of weak
identification. Weak-identification causes the breakdown of standard asymptotic procedures
based on estimated standard errors [including IV-based t-tests and Wald-type confidence
intervals of the form: estimate ± (asymptotic standard error) × (asymptotic critical point)],
and a heavy dependence on unknown nuisance parameters. As a result, standard, and even
bootstrap-based, tests and confidence intervals can be unreliable. Spurious model rejections
thus occur frequently, even with large data sets.3

It is important to understand the fundamental reason that leads to such failures. When
parameters are not identifiable on a subset of the parameter space, or when the admissible
set of parameter values is unbounded (as occurs, for example, with nonlinear parameter
constraints such as ratios), then any valid method for the construction of confidence sets
should allow for possibly unbounded outcomes [Dufour (1997)]. Wald-type intervals are
“bounded” by construction, and are thus inappropriate in a fundamental way. They cannot be
saved nor improved. Therefore, one has to rely on a different method which, by construction,
allows for unbounded outcomes.4 So even if MLE is used, resorting to usual t-type significance
tests, or reliance on the delta-method, will lead to the same problems which plague GMM and
linear or nonlinear IV. On recalling that identifying restrictions typically imply nonlinearity,
we thus see that weak identification is inherent to the definition of structural models. In
fact, this holds true even with a single linear simultaneous equation which is identified via
“exclusion” restriction; this is easy to see when one derives the reduced-form or the structural
likelihood function. Despite the huge associated theoretical literature, such problems remain
somewhat misunderstood, and confused with issues such as very large estimated standard
errors or poorly approximated cut-off points. We thus emphasize that usual point and interval
estimation methods (whether based on MLE or on IV, and whether one considers a single
structural equation or a multi-equation structural system), are flawed and should not be
used.

The works of Christiano, Eichenbaum, and Evans (2005), Eichenbaum and Fisher (2005),
and Gaĺı, Gertler, and Lopez-Salido (2005) all rely on standard approaches, and thus are
prone to the danger of drawing wrong conclusions because of the concerns mentioned above.
The pitfalls of weak instruments are quite subtle, as demonstrated by Dufour, Khalaf, and
Kichian (2005). These authors re-examine the Gaĺı and Gertler (1999) model with essentially
the original dataset and instruments, but use methods that are robust to weak instruments.
They find clear evidence of identification difficulty in that model. In particular, although
the Hodges-Lehmann point estimates of the deep parameters (see explanations below) yield
a fairly large forward-looking component for inflation, the identification-robust confidence
set associated with the parameter estimates is quite large, and includes the case where the
backward-looking component of inflation is more important than the forward-looking part.

3The so-called weak instruments literature is now considerable; see Dufour and Jasiak (2001), Moreira

(2003), Kleibergen (2002) and the surveys by Stock et al. (2002) and Dufour (2003).
4See Dufour (1997) for further analysis of the bounded parameter case.
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Furthermore, when survey expectations are used instead of rational expectations, identifica-
tion difficulties remain, and both the Hodges-Lehmann point estimates and the identification-
robust confidence set point to a larger role for the backward-looking component for inflation.

With this backdrop in mind, in this paper we re-examine various classes of models asso-
ciated with Calvo-type models, and for three different data sets, using identification-robust
methods. The models that we estimate and test are generalizations of the standard Calvo
sticky-price models and were judged to be statistically acceptable according to GMM-based
criteria in Eichenbaum and Fisher (2004); Eichenbaum and Fisher (2005). The models differ
in their assumptions regarding price indexation (when firms cannot re-optimize their pices),
in the way capital is used (homogenous or firm-specific), and in the extent of the elasicity of
intermediate goods demand facing firms.

Identification-robust methods make use of inference procedures where error probabilities
can be controlled in the presence of endogeneity and nonlinear parameter constraints, even in
the presence of identification difficulties. Our approach differs from the usual IV-based one in
the fact that it avoids: (i) standard t-type confidence intervals, and (ii) reliance on the delta-
method. Rather, we propose confidence set (CS) parameter estimates based on “inverting”
identification-robust test statistics. Inverting a test yields the set of parameter values that
are not rejected by this test. In addition, least-rejected parameters yield so-called Hodges-
Lehmann point estimates [see Hodges and Lehmann (1963), Hodges and Lehmann (1983),
and Dufour, Khalaf, and Kichian (2005). In contrast to the usual t-type confidence intervals,
confidence sets formed by inverting a test lead (by construction) to possibly unbounded
solutions, a prerequisite for ensuring reliable coverage [see Dufour (1997)].

In sum, the tests we invert ensure identification-robustness, maintain the focus on the
structural aspect of the model, and formally impose the restrictions that map the theoretical
model into the econometric one. This is done respecting the calibration exercise, the moving-
average error structure, and avoiding the delta-method altogether. In other words, we do
not need to “back-out” the structural parameters of interest from estimated transforms, in
contrast to Eichenbaum and Fisher (2005).5 We deal with all such irregularities via the use
of simple F-type procedures (with or without standard autocorrelation-robust corrections),
for which standard finite-sample and asymptotic distributional theory applies. This exercise
is extremely simple, despite the complexity of the nonlinear model under consideration.
Our procedure has two further “built-in” advantages. First, extremely wide confidence sets
provably reveal identification difficulties. Second, if all economically-sound values of the
model’s deep parameters are rejected at some chosen significance level, then the confidence
set will be empty and we can infer that the model is soundly rejected. This provides an
identification-robust alternative the standard GMM-based J-test.

In the next section we present Eichenbaum and Fisher’s NKPC model under static and
dynamic indexation. Section 3 discusses our methodology. Section 4 presents the empirical
results, and section 5 concludes.

5The projection technique used by Eichenbaum and Fisher (2005) is valid, in principle, when the underling

transformation is monotonic; since the model at hand is highly nonlinear, monotonicity is not granted.
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2. Eichenbaum and Fisher’s NKPC Models

Firms evolve in a competitive environment but face constraints on the adjustment of their
prices. A Calvo-type assumption is used for this purpose: at time t, any given firm faces
a (1 − θ) probability of adjusting its price. When it can adjust the price, it re-optimizes.
However, when the firm is not allowed to adjust, its price is indexed to some measure of
aggregate inflation: dynamic indexation is the case where prices are indexed to previous
period’s aggregate inflation level, and static indexation is the case where prices are indexed
to average aggregate inflation.

For the dynamic indexation case, the aggregate inflation process, πt, evolves as:

∆π̂t = βEt−τ∆ ˆπt+1 + λEt−τ ŝt, (1)

and for the static indexation case, the model is:

π̂t = βEt−τ ˆπt+1 + λEt−τ ŝt, (2)

with

λ =
A.D.(1 − θ)(1 − βθ)

θ
. (3)

In the above, ∆ is the first difference operator, x̂ is the variable x in deviation from its
steady-state value, st is real marginal costs and υt+1 is the inflation surprise term at t + 1,
τ refers to the implementation delay (that is, the number of periods between the time the
re-optimization decision is taken and the actual implementation of the changes) and β is the
subjective discount rate. The parameters A and D are defined following various assumptions
regarding the price elasticity of intermediate good demand that firms face, and the type of
capital market, respectively. For the case where capital is firm-specific, adjustments costs
may intervene. The assumptions in question are:

H1: the standard version of sticky price Calvo models, where capital is homogeneous and
firms face a constant price elasticity of demand;

H2: capital is homogeneous (D = 1), but firms face a variable price elasticity of demand
(A < 1).

H3: Firms face a variable price elasticity of demand (A < 1), and capital is firm-specific
(D < 1). In the latter case, adjustment costs are either zero or positive.

In the case of H1,
A = D = 1. (4)

Instead, if capital is assumed to be firm-specific, and the elasticity of demand increasing
in price, then D < 1 and A < 1. The latter parameters have fundamental structural im-
plications; A governs the degree of pass-through from a rise of marginal cost to prices, or
alternatively

A =
1

ζε + 1
(5)
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where ε is the % change in the elasticity of demand for a given intermediate good due to
a one % change in the relative price of the good at steady state, and ζ denotes the firm’s
steady state mark-up. D is a nonlinear function of β, θ and A, and further deep parameters
as follows:

D =
(1 − βθκ1)

(1 + ηξA)(1 − βθκ1) + ξAβθκ2

(6)

where η is the steady state elasticity of demand which relates to ζ as follows

ζ = η/(η − 1) − 1, (7)

[in steady state, an intermediate good firm sets price as a markup over marginal cost]

ξ = α/(1 − α), (8)

α is the share of capital in the production function, and κ1 and κ2 are the solutions of the
3-equations system (in κ1 and κ2 and ν) subject to |κ1| < 1:

1 − [φ + (1 − θν) (βκ2 − Ξ)] κ1 + βκ2
1 = 0 (9)

Ξθ + [φ − β (θ + κ1) − (1 − θ) Ξν] κ2 + β (1 − θ) νκ2
2 = 0 (10)

ξA(1 − βθ)

(1 + ηξA)(1 − βθκ1) + ξAβθκ2

− ν = 0 (11)

with

Ξ = (1 − β (1 − δ)) η
1

1 − α

1

ψ
, (12)

φ = 1 + β + (1 − β (1 − δ))
1

1 − α

1

ψ
; (13)

ψ is the adjustment cost parameter; and δ is defined accordingly such that the elasticity of
the investment-to-capital ratio with respect to Tobin’s q (evaluated at steady state) is given
by 1/(δψ). When ψ = 0,

κ1 = 0, κ2 = −Ξ̃/φ̃, ν = ξA(1 − βθ)/ [(1 + ηξA) + ξAβθκ2] ,

Ξ̃ = (1 − β (1 − δ)) η/(1 − α), φ̃ = 1 + β + (1 − β (1 − δ)) /(1 − α),

in which case

D =
1

(1 + ηξA) − ξAβθΞ̃/φ̃
. (14)

The authors estimate θ calibrating all other parameters. We prefer to estimate θ and β
(constraining β to fall between 0.90 and 0.99), maintaining the same calibrated values used
by Eichenbaum and Fisher (2005) for all other parameters. For clarity of presentation, we
set

ω = ( α ψ δ ζ ε )′ (15)

and express the parameters A and D as functions of ω:

A = a(ω), D = d(β, θ, ω) (16)

where the function a(.) is given by (4) under assumption A1 and by (5) under assumptions
A2 and A3, and the function d(.) is given by (4), (6) and (14) under assumptions A1, A2 and
A3 respectively.
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3. Methodology

In this section, we describe the methodology as it applies to the dynamic indexation case.6

The econometric model used to assess (1) sets is given by:

∆π̂t = β∆ ˆπt+1 + λ ŝt + ut+1, t = 1, ..., T. (17)

Alternatively, we can write
yt = Y ′

t γ + ut+1,

where yt ≡ ∆π̂t, Yt = (∆ ˆπt+1, ŝt)
′, γ = (β, λ)′, the error term reflects the rational expectations

hypothesis and steady state values are proxied by the variables’ sample means respectively.
An instrument set is also available; we denote the k × 1 vector of instruments at time t by
Xt. Eichenbaum and Fisher (2005)’s theoretical model implies that ut+1 follows an MA(τ)
structure. To simplify presentation, we further adopt the following notation: y is the T
dimensional vector of observations on ∆π̂t, Y is the T × 2 matrix of observations on ∆ ˆπt+1

and ŝt, X is the T × k matrix of the instruments, and u is the T dimensional vector of error
terms. We also denote by M [V ] the projection matrix I − V (V ′V )−1V ′.

The methodology we consider can be summarized as follows. To obtain a confidence set
with level 1 − α for the deep parameters, we invert an identification-robust test (presented
in what follows) associated with the null hypothesis

H0 : β = β0, θ = θ0 and ω = ω0, (18)

where ω0, β0, and θ0 are known values. Formally, this implies collecting the values β0 and θ0

[given the calibrated ω0] that are not rejected by the test (i.e. the values for which the test is
not significant at level α). To do so, we proceed as follows; further discussion and references
are provided in Dufour, Khalaf, and Kichian (2005).

Using a grid search over the economically meaningful set of values for ω, β, and θ, we
sweep the economically relevant choices for ω0, β0, and θ0.

7 For each parameter combination
considered, we compute test statistics (described below) and their respective p-values. The
parameter vectors for which the p-values are greater than the level α constitute a confidence
set with level 1−α. In addition, the values of ω0, β0, and θ0 that lead to the largest p-value
formally yield the set of “least rejected” models, i.e., models that are most compatible with
the data. This method underlies the principles of the Hodges-Lehmann estimation method;
see Hodges and Lehmann (1963); Hodges and Lehmann (1983). Whereas uniqueness (as
expected via a usual point estimation approach) is not granted, analyzing the economic
information content of these least rejected models provides very useful model diagnostics.

So let us now present the tests we conduct for each choice for β0, θ0 and ω0.

1. Solve (16) for values of A and D associated with ω0, β0, and θ0; using (3), obtain the
corresponding value for λ; we denote the latter by λ0.

6The static indexation case is similar.
7The parameter space considered for β, and θ is the (0,1) interval, and the search increment is 0.01.
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2. Consider the regression [which we will denote the AR-regression, in reference to An-
derson and Rubin (1949)] of

{∆π̂t − β0∆ ˆπt+1 − λ0 ŝt} on {the instruments Xt}. (19)

Under the null hypothesis [specifically (17)-(18)], the coefficients of the latter regression
should be zero. Hence testing for a zero null hypothesis on the coefficients of Xt in (19)
provides a test of (18).

Our approach maps the structural equation (17) [which faces identification difficulties] into
the standard regression (19). The latter provides a regular framework (because the right-hand
side regressors are not “endogenous”) where identification constraints are no longer needed,
so the usual statistics which test the exclusion of {the instruments Xt} can conveniently be
applied. For instance, under the i.i.d. error assumption for (19) [i.e. the case τ = 0], the
usual F statistic can be used:

AR (ω0, β0, θ0) =
(y − Y γ0)

′ (I − M [X]) (y − Y γ0) /(k)

(y − Y γ0)
′ M [X] (y − Y γ0) / (T − k)

, (20)

with the F(k, T − k) or χ2(k) null distribution. To correct for departures from the i.i.d.
error hypothesis [the case where τ > 0], we use a Wald-type statistic with Newey-West
autocorrelation consistent covariance estimator for the coefficient of the AR regression (19):

AR-HAC (ω0, β0, θ0) = (y − Y γ0)
′ X(X ′X)−1Q̂−1(X ′X)−1X ′ (y − Y γ0) (21)

Q̂ =
1

T

T∑
t=1

û2
t XtX

′
t +

1

T

L∑
l=1

T∑
t=l+1

wlûtût−l

(
XtX

′
t−l + Xt−lX

′
t

)
wl = 1 − l

L + 1

where ût is the OLS residual associated with (19) and L is the number of allowed lags; we
use L = 3 and 12, and the χ2(k) null distribution. We also consider an alternative correction
specifically targeted for the MA(1) error case [the case with τ = 1]. This method involves
augmenting the regression (19) by an extra term êt−1, where êt are residuals from a long
autoregression of yt − Y ′

t γ0 on its lags (up to T 1/4). Denote the latter vector ê(−1) and the
augmented regressor matrix X1. We test whether the coefficients of all response variables
except êt−1 are zero, using the usual F-statistic

AR-HR (ω0, β0, θ0) =
(y − Y γ0)

′ (M [ê(−1)] − M [X1]
)
(y − Y γ0) /(k)

(y − Y γ0)
′ M [X1] (y − Y γ0) / (T − k − 1)

(22)

with the F(k, T − k − 1) or χ2(k) null distribution.
Despite the complex underlying nonlinearities (recall the definition of A and D and λ), our

approach is extremely simple, and is identification-robust, in the sense that it is statistically
valid whether the model is identified or not.

To conclude, we note that if the instrument sets underlying the above procedures are
chosen conformably, inverting the AR-HAC(ω0, β0, θ0) statistic provides confidence sets that
are invariant to τ . This useful property is not shared by the usual GMM-based t-type
confidence intervals.
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4. Empirical Results

We estimate the static and dynamic indexation models for the U.S., Canada, and the E.U.,
and under the alternative assumptions described above, using the Anderson-Rubin meth-
ods. The instrument set contains the same variables as the set used by Eichenbaum and
Fisher (2005), except that we do not include lags of inflation in our set. More precisely, our
instrument set includes a constant, the second lag of each of real marginal cost, quadratically-
detrended real GDP, and the growth rate of nominal wages, as well as the third lag of the
Euler error.8 The lag structure for our instruments supposes τ ≤ 1; our aim here is to main-
tain the same overall setup as in Eichenbaum and Fisher (2005), to allow useful comparisons
of outcomes.

The results are reported in Tables 1–6c below. For all the data sets, we report the case
where β is estimated but constrained to lie between 0.90 and 0.99. For the homogeneous
capital market case, the results are given in Tables 1, 3, and 5, for the U.S., Canada, and the
E.U., respectively. For the firm-specific market case, the corresponding tables are Tables 2,
4, and 6, respectively. We also estimate, for all the data sets, the case where β is calibrated
at 0.99. The outcomes for these are found in Tables 1c, 3c, and 5c, for the U.S., Canada,
and the E.U., respectively, and for the homogeneous capital market case, and in Tables 2c,
4c, and 6c, for the corresponding firm-specific capital market models.

Let us first consider the U.S. results for the homogeneous capital market case (Tables 1
and 1c). In these Tables, D = 1, but the elasticity of intermediate goods’ demand facing the
firms is allowed to change (so that A = 1, A = 0.5, and A = 0.23). The first thing we notice
is that, as A decreases, the Hodges-Lehmann point estimate of θ also decreases. This is the
case whether the model assumes static indexation, or dynamic, and whether β is estimated,
or constrained to equal 0.99.

From Table 1 (the unconstrained estimation case), and based on the τ = 0 and HR τ = 1
results, the static model yields more economically-reasonable (i.e., lower) point estimates for
θ than the corresponding dynamic model. Furthermore, when β is constrained to equal 0.99
(Table 1c), when there is no implementation lag (i.e., τ = 0), the static model, again, yields
lower θ values than the corresponding dynamic model.

The same is true when capital is assumed to be firm-specific. The results in Tables 2 and
2c show that, the point estimate for θ decreases as A decreases, and that the static model
yields lower θ values than the corresponding dynamic model when τ = 0.

Despite the favourable results for the static models discussed above, an examination of
the HAC τ = 1 outcomes leads us to prefer the dynamic indexation models over the static
ones unequivocably. The reason is that, only for these cases are the confidence sets for θ
tightly bounded. Contrast this with the obtained confidence sets with all other statistics,
and the outcome is a CS that is bounded away from 0.01 at the lower end, but that hits the
uppermost value allowed in our grid search (namely, 0.99). This is a sign that the models in
those cases are not identified at high values of θ.

Having decided that the data prefers dynamic indexation, the next step is to examine
which assumption for the type of capital market is supported by the data. By estimating

8Note, also, that our output gap measure is real-time, in the sense that the gap value at time t does not

use information beyond that date. See Dufour, Khalaf, and Kichian (2005) for the details.
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β along with θ and obtaining the relevant confidence sets, it is clear that the firm-specific
assumption is more favoured by the data than the homogeneous capital market case. The
reason is that the confidence sets for β in the latter case exclude the β = 0.99 value. In par-
ticular, the preferred specification is the dynamic model with firm-specific capital assumed,
and for A = 0.5. Furthermore, the point estimate for θ is 0.39, so that the estimate for the
average frequency of price adjustment is about 1 and a half quarters.

Our identification-robust results are in contrast with Eichenbaum and Fisher (2005) in
that the standard Calvo model with dynamic indexation is not supported by the data (since
confidence sets for the θ esimate hit the boundary at the upper end, so that the models are
not well-identified in those cases). In fact, we find that only one specific model among the
class of generalized models is upheld by the data: the dynamic model with A = 0.5 and
D < 1.

Turning to the case of Canada, and in contrast to the U.S. case, there is some support
for the dynamic model when τ = 0 (i.e., when there is no price implementation lag), and
regardless of whether capital is assumed to be homogeneous or firm-specific. In particu-
lar, constrained estimation results yields non-empty confidence sets, and very economically-
reasonable point estimates for θ. However, p-values are generally lower than in the U.S.
case. In addition, the confidence set for θ is empty when the HAC τ = 1 statistic is applied.
Furthermore, there is evidence of weak identification because the confidence sets for θ are
not bounded at the upper end.

Finally, we turn to the European Union case. Based on the three statistics taken together,
there is more support for the static indexation model than the dynamic one, specially when
capital is assumed to be homogeneous (see the cases for A = 0.5 and A = 0.23). However,
even though the confidence set for θ is tightly bounded with the HAC statistic, the confidence
set for β does not include the 0.99 value. In contrast, through the CS are empty for τ = 0
and HR τ = 1, it is very tightly bounded for the dynamic model with A = 0.5, and for
firm-specific capital. Of course, in this case, the rest of the statistics yield empty confidence
sets.

In sum, based on our identification-robust methods, we find no statistical support for the
standard Calvo dynamic model for the U.S., but find good support for a specific version of the
dynamic model, namely the model with A = 0.5 and D < 1. There is also tentative support
for the dynamic model for Canada, for the case where there is no implementation lag. In
this case, it matters little whether capital is assumed to be firm-specific or not. For the E.U.,
the results are mixed, with some support for the static indexation model and some for the
dynamic model. Overall, only with the HAC τ = 1 statistic do we find bounded confidence
sets for θ, suggesting that constraining the implementation lag to 0 or to 1 specifically works
against the model. Finally, though not reported (to save space), results are almost identical
whether adjustment costs are zero or non-zero.
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Table 1: U.S. Unconstrained Estimation Results
Homogeneous Capital Market

A=1.00 A=0.50 A=0.23

Test β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-

Dynamic Model

τ = 0 0.99 0.95 20.00 0.70 0.99 0.93 14.29 0.70 0.99 0.90 10.00 0
(0.90,0.99) (0.77,0.99) (4.35,100) (0.90,0.99) (0.69,0.99) (3.22,100) (0.90,0.99) (0.58,0.99) (2.38,100)

τ = 1 0.90 0.97 33.33 0.85 0.90 0.95 20.00 0.85 0.90 0.92 12.50 0
HR (0.90,0.99) (0.89,0.99) (9.09,100) (0.90,0.99) (0.85,0.99) (6.67,100) (0.90,0.99) (0.79,0.99) (4.76,100)

τ = 1 0.92 0.58 2.38 0.81 0.92 0.46 1.85 0.92 0.93 0.32 1.47 0
HAC (0.92,0.97) (0.56,0.58) (2.27,2.38) (0.90,0.95) (0.45,0.60) (1.82,2.50) (0.90,0.98) (0.32,0.48) (1.47,1.92)

Static Model

τ = 0 0.90 0.87 7.69 0.95 0.90 0.81 5.26 0.95 0.90 0.72 3.57 0
(0.90,0.99) (0.79,0.99) (4.76,100) (0.90,0.99) (0.70,0.99) (3.33,100) (0.90,0.99) (0.58,0.99) (2.38,100)

τ = 1 0.97 0.92 12.50 0.71 0.97 0.89 9.09 0.71 0.97 0.83 5.88 0
HR (0.90,0.99) (0.83,0.99) (5.88,100) (0.90,0.99) (0.75,0.99) (4.00,100) (0.90,0.99) (0.65,0.99) (2.86,100)

τ = 1 empty empty empty
HAC

The above are the Anderson-Rubin test results applied to the econometric models of the dynamic and static models found in equations
(1) and (2), respectively. The delay between the time prices are re-optimized and actually changed is the implementation lag, τ . For
τ = 0, the AR statistic is applied, while forτ = 1, two variants of the AR are used: the Hannan-Risannen statistic (denoted in the
tables as HR), and a Wald-type statistic with Newey-West autocorrelation-robust standard covariance estimator (denoted in the tables
as HAC). The instruments include a constant, the third lag of the Euler error, and the second lags of each of ŝt, wage inflation, and the
one-sided quadratically-detrended output gap. Point estimates are Hodges-Lehmann point estimates, and which correspond to the least
rejected set of parameter values. Fq is the average frequency of price adjustment, measured in quarters, and p-val denotes p-values. The
parameter A is defined as in equation (5) and is calibrated according to different values of ε taken from the set (0,10,33).
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Table 1c: U.S. Constrained Estimation Results
Homogeneous Capital Market

A=1.00 A=0.50 A=0.23

Test β θ̂ F̂ q p-val β θ̂ F̂ q p-val β θ̂ F̂ q p-val

Dynamic Model

τ = 0 0.99 0.95 20.00 0.70 0.99 0.93 14.29 0.70 0.99 0.90 10.00 0.70
(0.77,0.99) (4.35,100) (0.07,0.70) (0.69,0.99) (3.23,100) (0.07,0.70) (0.58,0.99) (2.38,100) (0.07,0.70)

τ = 1 0.99 0.95 20.00 0.78 0.99 0.93 14.29 0.78 0.99 0.89 12.50 0.78
HR (0.89,0.99) (9.09,100) (0.05,0.67) (0.85,0.99) (6.67,100) (0.07,0.66) (0.79,0.99) (4.76,100) (0.10,0.66)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Static Model

τ = 0 0.99 0.90 10.00 0.89 0.99 0.87 7.69 0.89 0.99 0.81 5.26 0.89
(0.79,0.99) (4.76,100) (0.07,0.82) (0.72,0.99) (3.57,100) (0.09,0.82) (0.61,0.99) (2.56,100) (0.07,0.82)

τ = 1 0.99 0.94 16.67 0.69 0.99 0.92 12.50 0.69 0.99 0.88 8.33 0.69
HR (0.84,0.99) (6.25,100) (0.06,0.66) (0.78,0.99) (4.55,100) (0.06,0.66) (0.69,0.99) (3.23,100) (0.06,0.66)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Note - See notes in Table 1.
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Table 2: U.S. Unconstrained Estimation Results
Firm-Specific Capital Market

A=1.00 A=0.50 A=0.23

Test β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p

Dynamic Model

τ = 0 0.99 0.88 8.33 0.70 0.99 0.87 7.69 0.70 0.99 0.86 7.14 0
(0.90,0.99) (0.51,0.99) (2.04,100) (0.90,0.99) (0.49,0.99) (1.96,100) (0.90,0.99) (0.44,0.99) (1.79,100)

τ = 1 0.90 0.89 9.09 0.85 0.90 0.88 8.33 0.854 0.90 0.86 7.14 0
HR (0.90,0.99) (0.74,0.99) (3.85,100) (0.90,0.99) (0.73,0.99) (3.70,100) (0.90,0.99) (0.69,0.99) (3.23,100)

τ = 1 0.91 0.26 1.35 0.79 0.95 0.38 1.61 0.43 0.98 0.34 1.52 0
HAC (0.90,0.97) (0.25,0.41) (1.33,1.69) (0.90,0.99) (0.22,0.39) (1.28,1.64) (0.90,0.98) (0.19,0.34) (1.23,1.52)

Static Model

τ = 0 0.90 0.66 2.94 0.95 0.90 0.64 2.78 0.95 0.90 0.60 2.50 0
(0.90,0.99) (0.51,0.99) (2.04,100) (0.90,0.99) (0.49,0.99) (1.96,100) (0.90,0.99) (0.44,0.99) (1.79,100)

τ = 1 0.97 0.80 5.00 0.71 0.97 0.78 4.55 0.71 0.97 0.75 4.00 0
HR (0.90,0.99) (0.58,0.99) (2.38,100) (0.90,0.99) (0.56,0.99) (2.27,100) (0.90,0.99) (0.51,0.99) (2.04,100)

τ = 1 empty empty empty
HAC

Note - See notes in Table 1.
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Table 2c: U.S. Constrained Estimation Results
Firm-Specific Capital Market

A=1.00 A=0.50 A=0.23

Test β θ̂ F̂ q p-val β θ̂ F̂ q p-val β θ̂ F̂ q p-val

Dynamic Model

τ = 0 0.99 0.88 8.33 0.70 0.99 0.87 7.69 0.70 0.99 0.86 7.14 0.70
(0.51,0.99) (2.04,100) (0.06,0.70) (0.49,0.99) (1.96,100) (0.07,0.70) (0.44,0.99) (1.79,100) (0.06,0.70)

τ = 1 0.99 0.87 7.69 0.78 0.99 0.86 7.14 0.78 0.99 0.84 6.25 0.78
HR (0.74,0.99) (3.85,100) (0.06,0.66) (0.73,0.99) (3.70,100) (0.08,0.66) (0.69,0.99) (3.23,100) (0.06,0.65)

τ = 1 0.99 empty 0.99 0.39 1.64 0.35 0.99 empty
HAC (0.22,0.39) (1.28,1.64) (0.18,0.35)

Static Model

τ = 0 0.99 0.77 4.35 0.89 0.99 0.75 4.00 0.89 0.99 0.72 3.57 0.89
(0.55,0.99) (2.22,100) (0.08,0.82) (0.52,0.99) (2.08,100) (0.06,0.82) (0.48,0.99) (1.92,100) (0.07,0.82)

τ = 1 0.99 0.85 6.67 0.69 0.99 0.84 6.25 0.69 0.99 0.82 5.56 0.69
HR (0.64,0.99) (2.78,100) (0.07,0.66) (0.62,0.99) (2.63,100) (0.07,0.66) (0.57,0.99) (2.33,100) (0.05,0.66)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Note - See notes in Table 1.
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Table 3: Canadian Unconstrained Estimation Results
Homogeneous Capital Market

A=1.00 A=0.50 A=0.23

Test β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-va

Dynamic Model

τ = 0 0.90 0.62 (1.52,100) 0.39 0.90 0.50 (1.30,100) 0.39 0.90 0.36 (1.15,100) 0.3
(0.90,0.99) (0.34,0.99) (0.90,0.99) (0.23,0.99) (0.90,0.99) (0.13,0.99)

τ = 1 0.99 0.99 (4.35,100) 0.15 0.99 0.99 (3.23,100) 0.15 0.90 0.99 (2.38,100) 0.1
HR (0.90,0.99) (0.77,0.99) (0.90,0.99) (0.69,0.99) (0.90,0.99) (0.58,0.99)

τ = 1 empty empty empty
HAC

Static Model

τ = 0 empty empty empty
τ = 1 0.99 0.99 (5.00,100) 0.06 0.99 0.99 (3.70,100) 0.06 0.99 0.99 (2.63,100) 0.0
HR (0.98,0.99) (0.80,0.99) (0.98,0.99) (0.73,0.99) (0.98,0.99) (0.62,0.99)

τ = 1 empty empty empty
HAC
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Table 3c: Canadian Constrained Estimation Results
Homogeneous Capital Market

A=1.00 A=0.50 A=0.23

Test β θ̂ F̂ q p-val β θ̂ F̂ q p-val β θ̂ F̂ q p-val

Dynamic Model

τ = 0 0.99 0.60 2.50 0.36 0.99 0.48 1.92 0.36 0.99 0.35 1.54 0.36
(0.34,0.99) (1.52,100) (0.06,0.32) (0.23,0.99) (1.30,100) (0.06,0.32) (0.13,0.99) (1.15,100) (0.05,0.32)

τ = 1 0.99 0.99 100.00 0.15 0.99 0.99 100.00 0.15 0.99 0.99 100.00 0.15
HR (0.77,0.99) (4.35,100) (0.05,0.15) (0.69,0.99) (3.23,100) (0.05,0.15) (0.58,0.99) (2.38,100) (0.05,0.15)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Static Model

τ = 0 0.99 empty 0.99 empty 0.99 empty
τ = 1 0.99 0.99 100.00 0.06 0.99 0.99 100.00 0.06 0.99 0.99 100.00 0.06
HR (0.80,0.99) (5.00,100) (0.05,0.06) (0.73,0.99) (3.70,100) (0.05,0.06) (0.62,0.99) (2.63,100) (0.05,0.06)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Note - See notes in Table 1.
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Table 4: Canadian Unconstrained Estimation Results
Firm-Specific Capital Market

A=1.00 A=0.50 A=0.23

Test β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-va

Dynamic Model

τ = 0 0.90 0.30 (1.11,100) 0.39 0.90 0.27 (1.10,100) 0.39 0.90 0.23 (1.08,100) 0.3
(0.90,0.99) (0.10,0.99) (0.90,0.99) (0.09,0.99) (0.90,0.99) (0.07,0.99)

τ = 1 0.90 0.99 (2.04,100) 0.15 0.90 0.99 (1.96,100) 0.15 0.90 0.99 (1.79,100) 0.1
HR (0.90,0.99) (0.51,0.99) (0.90,0.99) (0.49,0.99) (0.90,0.99) (0.44,0.99)

τ = 1 empty empty empty
HAC

Static Model

τ = 0 empty empty empty
τ = 1 0.99 0.99 (2.27,100) 0.06 0.99 0.99 (2.17,100) 0.06 0.99 0.99 (1.96,100) 0.0
HR (0.98,0.99) (0.56,0.99) (0.98,0.99) (0.54,0.99) (0.98,0.99) (0.49,0.99)

τ = 1 empty empty empty
HAC
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Table 4c: Canadian Constrained Estimation Results
Firm-Specific Capital Market

A=1.00 A=0.50 A=0.23

Test β θ̂ F̂ q p-val β θ̂ F̂ q p-val β θ̂ F̂ q p-val

Dynamic Model

τ = 0 0.99 0.28 1.39 0.36 0.99 0.26 1.35 0.36 0.99 0.22 1.28 0.36
(0.10,0.99) (1.11,100) (0.07,0.32) (0.09,0.99) (1.10,100) (0.08,0.32) (0.07,0.99) (1.08,100) (0.07,0.32)

τ = 1 0.99 0.99 100.00 0.15 0.99 0.99 100.00 0.15 0.99 0.99 100.00 0.15
HR (0.51,0.99) (2.04,100) (0.05,0.15) (0.49,0.99) (1.96,100) (0.05,0.15) (0.44,0.99) (1.79,100) (0.05,0.15)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Static Model

τ = 0 0.99 empty 0.99 empty 0.99 empty
τ = 1 0.99 0.99 100.00 0.06 0.99 0.99 100.00 0.06 0.99 0.99 100.00 0.06
HR (0.56,0.99) (2.27,100) (0.05,0.06) (0.54,0.99) (2.17,100) (0.05,0.06) (0.49,0.99) (1.96,100) (0.05,0.06)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Note - See notes in Table 1.
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Table 5: E.U. Unconstrained Estimation Results
Homogeneous Capital Market

A=1.00 A=0.50 A=0.23

Test β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p

Dynamic Model

τ = 0 empty empty empty
τ = 1 empty empty empty
HR

τ = 1 0.91 0.61 (2.56,2.56) 0.32 0.94 0.20 (1.25,1.25) 0.47 empty
HAC (0.91,0.91) (0.61,0.61) (0.94,0.94) (0.20,0.20)

Static Model

τ = 0 0.90 0.92 (7.69,100) 0.96 0.90 0.88 (5.26,100) 0.97 0.90 0.82 (3.45,100) 0
(0.90,0.99) (0.87,0.99) (0.90,0.99) (0.81,0.99) (0.90,0.99) (0.71,0.99)

τ = 1 0.93 0.93 (10.00,100) 0.79 0.93 0.89 (6.25,100) 0.79 0.94 0.84 (4.17,100) 0
HR (0.90,0.99) (0.90,0.99) (0.90,0.99) (0.84,0.99) (0.90,0.99) (0.76,0.99)

τ = 1 empty 0.95 0.17 (1.20,1.20) 0.28 0.92 0.09 (1.10,1.10) 0
HAC (0.95,0.95) (0.17,0.17) (0.92,0.92) (0.09,0.09)
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Table 5c: E.U. Constrained Estimation Results
Homogeneous Capital Market

A=1.00 A=0.50 A=0.23

Test β θ̂ F̂ q p-val β θ̂ F̂ q p-val β θ̂ F̂ q p-val

Dynamic Model

τ = 0 0.99 empty 0.99 empty 0.99 empty
τ = 1 0.99 empty 0.99 empty 0.99 empty
HR

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Static Model

τ = 0 0.99 0.96 25.00 0.82 0.99 0.94 16.67 0.82 0.99 0.91 11.11 0.82
(0.87,0.99) (7.69,100) (0.07,0.81) (0.82,0.99) (5.56,100) (0.07,0.81) (0.74,0.99) (3.85,100) (0.05,0.81)

τ = 1 0.99 0.96 25.00 0.65 0.99 0.94 16.67 0.65 0.99 0.90 10.00 0.65
HR (0.90,0.99) (10.00,100) (0.08,0.58) (0.86,0.99) (7.14,100) (0.08,0.58) (0.80,0.99) (5.00,100) (0.09,0.58)

τ = 1 0.99 empty 0.99 empty 0.99 empty
HAC

Note - See notes in Table 1.
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Table 6: E.U. Unconstrained Estimation Results
Firm-Specific Capital Market

A=1.00 A=0.50 A=0.23

Test β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-val β̂ θ̂ F̂ q p-

Dynamic Model

τ = 0 empty empty empty
τ = 1 empty empty empty
HR

τ = 1 0.96 0.29 (1.41,1.41) 0.15 0.96 0.07 (1.08,1.37) 0.37 empty
HAC (0.96,0.97) (0.29,0.29) (0.96,0.99) (0.07,0.27)

Static Model

τ = 0 0.90 0.77 (2.94,100) 0.97 0.90 0.75 (2.70,100) 0.97 0.90 0.72 (2.44,100) 0.
(0.90,0.99) (0.66,0.99) (0.90,0.99) (0.63,0.99) (0.90,0.99) (0.59,0.99)

τ = 1 0.93 0.79 (3.33,100) 0.79 0.93 0.78 (3.13,100) 0.80 0.93 0.75 (2.78,100) 0.
HR (0.90,0.99) (0.70,0.99) (0.90,0.99) (0.68,0.99) (0.90,0.99) (0.64,0.99)

τ = 1 empty empty empty
HAC
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Table 6c: E.U. Constrained Estimation Results
Firm-Specific Capital Market

A=1.00 A=0.50 A=0.23

Test β θ̂ F̂ q p-val β θ̂ F̂ q p-val β θ̂ F̂ q p-val

Dynamic Model

τ = 0 empty empty empty
τ = 1 empty empty empty
HR

τ = 1 empty 0.99 0.27 1.37 0.18 empty
HAC (0.27,0.27) (1.37,1.37) (0.18,0.18)

Static Model

τ = 0 0.99 0.89 9.09 0.82 0.99 0.89 9.09 0.82 0.99 0.87 7.69 0.82
(0.70,0.99) (3.33,100) (0.08,0.81) (0.68,0.99) (3.13,100) (0.08,0.81) (0.64,0.99) (2.78,100) (0.07,0.81)

τ = 1 0.99 0.88 8.33 0.65 0.99 0.88 8.33 0.65 0.99 0.86 7.14 0.65
HR (0.75,0.99) (4.00,100) (0.05,0.58) (0.74,0.99) (3.85,100) (0.07,0.58) (0.71,0.99) (3.45,100) (0.08,0.57)

τ = 1 empty empty empty
HAC

Note - See notes in Table 1.
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