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BACKGROUND

TREATREWis a Stata routine for estimating Average Treatngfects byreweighting on propensity score

provides consistent estimation of Average Treatntdfdcts under the hypothesis gflection on observables
conditional on a pre-specified set of observablmexous variables

estimates thé\verage Treatment Effect (ATE), the one onlreated (ATET) and the one omon-Treated
(ATENT), as well as the same ones conditional on the obébkrvfactorsx (i.e., ATEK), ATET(X) and
ATENT(x))

Implements the reweighting on propensity scoraregtr as proposed byosenbaum and Rubin (1983in their
seminal article

MAIN CONTRIBUTION

TREATREW providesanalytical standard errors for the estimation of ATE, ATET and ATENT usingeth
approximation suggested by Wooldridge (2010, p-920)

Bootstrappedtandard errors can also be easily computed




REWEIGHTING ON PROPENSITY-SCORE INVERSE PROBABILITY

Assumptions about tHeata Generating ProcesgDGP):

. V1= 0o(X) + &0, E(eg) =0

. Yo=0uXx) + &1, Ef)=0

li. y=wy; + yo(1-w)

Ilv. Conditional Mean Independence (CMI) holds, so th
E(y2lw, x) = Efu|x) and  Eyo|w, X) = Efyol X)

V. X exogenous

LEGEND

y, andyyis the unit’s outcome when it is
treated and untreated respectively;
0:(x) and go(x) is the unit's reaction
function to the confoundex when the
unit is treated and untreated
respectively;
w is the treatment binary indicator
taking value 1 for treated and O for
untreated units;
g and g are two error terms with
unconditional zero mean;
X Is a set of observable, exogenous
confounding variables driving the non-
random assignment into treatment.




Under previous DGP, we get that:

J_ { W= p(J]y }
P()[L - p(x)]
N { [w= POy }
p(w=1)[1- p(x)]
ATENT = E{ W= p(x)ly }
p(w=0)p(x)]

NOTE: This is equivalent to theorvitz—Thompson estimator, due to Daniel G. Horvitz and Donovan
Thompson in 1952. In sampling theory it is a method estimating theotal and mean of a super-
population in a stratified samplenverse Probability Weighting (IPW) is generally applied to accou
for “different proportions of observations within strata in a target population”.




Sample estimation and standard errors for ATE, ATET and ATENT

Assuming that th@ropensity score iscorrectly specified we can estimate previous parameters simply
by using the S&ample equivalent” of the population parameters, that is:

N

S U Y)Y
N = p(x;)[1 - p(x;)]

N

ﬁE\T — 1 Z _ [Wi — ﬁ(xi);!yi
N = p(w=1)[1-p (X)]

ATENT = 1 N [AVVI B f)i (X,l)]yl
N = p(w=0)p(x;)

Estimation follows inwo steps

(i) estimate the propensity score p(x;), thus getting P(x;);

(ii)  substitute p(X;) into previous formulas to get parameters.

Observe thatonsistencyis guaranteed by the fact that these estimateris|astimators.




How to get analytical standard errorsfor previous estimators?

We can exploit some results from the case in whhehfirst step is a ML-estimatio
and the second step is addtimation:

— First step: ML on Logit (or Probit)
— Second step: standard-&stimator.

Wooldridge (2007; 2010, p. 922-92/Mas proposed a straightforward procedure tc
analytical standarderrors, provided that theropensity score is correctly specified

n
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Standard error estimation for ATE

First: define the estimated ML-score of the first stepobit or Logit). It is, by definition, equal to:

— [Dy IAD(X“?)]'[EWi - fJ(Xi, ?)]
Ia(xi ’?)[1_ f)(xi ’?)]

ai :a(Wi’XiﬂA’)

Observe thatl is a row-vector of th&-1 parameterg and represents the gradient of the functipny).

Seconddefine the generic estimated summand of ATE as:

|'(‘i — [Wi B ﬁ(xu)] Yi
ﬁ(xi)[l_ ﬁ(xu)]

Third: calculate OLSesiduals from this regression:

k on (1d ) withi= 1,.N
and call then® (=1, ...N).




Theasymptotic standard errcior ATE is equal to:

172
{ 2 é.2 }
N =

JN

and we can use it to test the significance of ATE.

Of coursed will have a different expression according to thelability model considered.

Here, we consider two cases:

(i) Logit
(i) Probit




Case 1: Logit

Suppose that the correct probability followsaistic distribution It means that:

_ expiy) _
p(X;,v) = 1+ expy )— A(X;y)

Thus, by simple algebra, we get that:




Case 2: Probit

Suppose that the right probability follow&Narmal distribution. It means that:
p(X;,7) = P(Xy)

Thus, by simple algebra, we get that:

g == AX, )X Ow = d(x7)]
| D(X7)[1 - D(X7)]

where®(-) and¢(-) are the Normal cumulative distribution and den8itiyction respectively
Observe that one can add also functionsx db estimate previous formulas. This redu

standard errors if these functions are partiallyaetated withk.
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The Stata routinet r eat r ew. syntax and use

e treatrewestimates previous parameters with eithvexlytical or bootstrappedstandard errors.
* The syntax is rather simple and follows the typls&ta command syntax.
 The user has to declare:

(a) outcome variablei.e. target-variable of the treatmeatiicome)
(b) binary treatmentvariable {reatment)

(c) set of confounding variablegvarlist)

(d) options

Two options are important:

« option nodel ( nodel t ype) sets the type of model, Probit or Logit, that hasbe used in
estimating the propensity score;

e optiongr aphi ¢ and the related optionange(a b) produce a chart where the distribution
ATE(x), ATET(x) and ATENT) are jointly plotted within the intervai] b].
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The syntax of r eat r ewis:

treatrew outcone treatnent [varlist] [if] [in] [weight],

nodel (nodel t ype) [ GRaphic range(a b) conf(nunber) vce(robust)]

As e-class commandy eat r ew provides arer et urn | i st of objects (such as scalars and matriges)
to be used in next elaborations. In particular,vhkeies ofATE, ATET andATENT are returned in th¢

scalare(ate),e(atet) ande( at ent) and they can be used to gebtstrapped standard errors.

Observe that - by default + eat r ew providesanalyticalstandard errors.
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Example: the impact adducation onfertility

For a practical application of reatrew, we employ an instructional dataset cal

FERTIL2.DTA accompanying the manual
by Wooldridge (2000) collecting cross-sectional data 4,361 women

childbearing age in Botswana. This dataset is freelyntlmadable ahttp://fmwww.bc.edu/ec:

o

ed

p/data/wooldridge/FERTIL2.dtalt contains 28 variables on various woman and famil

characteristics.

Using FERTIL2.DTA , we are interested in evaluating timepact of the variable éduc?7
(taking value 1 if a woman has more than or exashen years of education, and 0 otherw

on the number of family children childrer). Several conditioning (or confounding

observable factors are included in the dataset, sudheasge of the womarmde), whether
not the family owns a TWVty), whether or not the woman lives in a cityl{an), and so forth.

or
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We estimate ATE, ATET and ATENT (as well as: AXE(ATET(x) and ATENT)) by
“reweighting” usingt r eat r ew.

We compare reweighting results with other populagpm evaluation methods, that is:

(1) Difference-In-Mean (DIM), taken as benchmark

(i)  OLS random-coefficient model with “heterogeneous reaction to confounder

estimated through the user-written Stata routiné r eat r eg provided by Cerulli
(2012)

(i)  One-to-one nearest neighbor Matchingcomputed by thesnat ch2 Stata module
provided by Leuven and Sianesi (2003)

NOTE: Matching estimators can be seen as speeifieighting procedures (Busso, DiNardo and McCra0{9).
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Thet r eat r ew help file

Title

treatrew - Estimation of Average Treatnment Effects by reweighting on propensity score

Synt ax

treatrew outcome treatment [varlist] [if] [in] [weight], nodel (npodeltype) [GRaphic
range(a b) conf(nunber) vce(robust)]

fwei ghts, iweights, and pwei ghts are all owed; see weight.

Descri ption

treatrew estinmates Average Treatment Effects by reweighting on propensity score. Depending on the nodel
specified, treatrew provides consistent estinmation of Average Treatment Effects under the hypothesis of

"sel ection on observables". Conditional on a pre-specified set of observabl e exogenous variables x - thought of
as those driving the non-random assignnent to treatnent - treatrew estinates the Average Treatnent Effect (ATE)
the Average Treatnent Effect on Treated (ATET) and the Average Treatment Effect on Non-Treated (ATENT), as wel
as the estimtes of these paraneters conditional on the observable factors x (i.e., ATE(x), ATET(x) and
ATENT(x)). Parameters standard errors are provided either analytically (follow ng Wol dridge, 2010, p. 920-930)
and via bootstrapping. treatrew assunes that the propensity score specification is correct.
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According to the syntax:
outcome: is the target variable over which neasuring the inmpact of the treatnent

treatnment: is the binary treatnent variable taking 1 for treated, and O for untreated units
varlist: is the set of pre-treatnment (or observabl e confoundi ng) variabl es

Options

nodel (nodel t ype) specifies the nodel for estimating the propensity score, where nodeltype rmust be one out of
these two: "probit" or "logit". It is always required to specify one nodel.

graphic allows for a graphical representation of the density distributions of ATE(x), ATET(x) and ATENT(Xx)
within their whol e support.

range(a b) allows for a graphical representation of the density distributions of ATE(x), ATET(x) and ATENT(X)
within the support [a;b] specified by the user. It has to be specified along with the graphic option.

vce(robust) allows for robust regression standard errors in the probit or |logit estinmates.

conf (nunber) sets the confidence |evel of probit or logit estinates equal to the specified nunber. The default

i s nunber =95.
nodel t ype_opti ons description
pr obi t The propensity score is estimated by a probit regression
| ogit The propensity score is estinmated by a logit regression

treatrew creates a nunber of vari abl es:




ATE x is an estimate of the idiosyncratic Average Treatnent Effect.

ATET x is an estimate of the idiosyncratic Average Treatment Effect on treated.

ATENT x is an estimte of the idiosyncratic Average Treatnent Effect on Non-Treated.

treatrew returns the follow ng scal ars:

e(N) is the total nunber of (used) observations.

e(N1) is the nunber of (used) treated units.

e(NO) is the nunber of (used) untreated units.

e(ate) is the value of the Average Treatnment Effect.

e(atet) is the value of the Average Treatnent Effect on Treated.

e(atent) is the value of the Average Treatnment Effect on Non-treated.
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Results in column (1) refer to the Difference-InaigDIM) and are obtained by typing:

reg children educ?

Results on column (2) refer to CF-OLS and are obthby typing:

ivtreatreg children educ7 age agesq evermarr urban electric tv , 111
het ero(age agesq evermarr urban electric tv) nodel (cf-ols)

In the case of CF-OLS, standard errors for ATET AM&NT are obtained via bootstrap and can be obthin STATA by typing:

bootstrap atet=r(atet) atent=r(atent), rep(200): 11
ivireatreg children educ7 age agesq evernmarr urban electric tv , Iy
het ero(age agesq evermarr urban electric tv) nodel (cf-ols)

Results set out in columns (3)-(6) refer to the aghting estimator (REW). In column (3) and (4)arstard errors are computgd
analytically, whereas in column (5) and (6) via tst@p for the Logit and Probit model respectivdliese results can be retrieved py
typing sequentially:

treatrew children educ7 age agesq evermarr urban electric tv , /// nodel (probit)

treatrew children educ7 age agesq evermarr urban electric tv , /// nodel (logit)

bootstrap e(ate) e(atet) e(atent) , reps(200): ///
treatrew children educ7 age agesq evermarr urban electric tv , nodel (probit)

bootstrap e(ate) e(atet) e(atent) , reps(200): ///
treatrew children educ7 age agesq evermarr urban electric tv , nodel (logit)
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Finally, column (7) presents an estimation of ATbsained by implementing@ne-to-one nearest-neighbor Matchingn propensity-
score (MATCH). Here, the standard error for ATEolstained analytically, whereas those for ATE andeENT are computed by
bootstrapping. Matching results can be obtainetypwg:

psmat ch2 educ7 age agesq evernmarr urban electric tv, ate out(children) com
bootstrap r(ate) r(atu) : psmatch2 educ7 $xvars , ate out(children) com

where the option “com” restrict the sample to umith common support. In order to test the balag@noperty for such a Matching
estimation, we provide a DIM on the propensity sdmfore andafter matching treated and untreated units, usingpiteat ch2’s post
estimation commangst est :

pstest _pscore

| Mean % educt | t-test
Vari abl e Sample | Treated Control %ias |bias| | t p>|t|
________________________ o m e e e e e e e e e e e e
_pscore Unmatched | .65692 . 42546 111.7 | 37.05 0.000
Mat ched | . 65692 . 65688 0.0 100. 0 | 0.01 0.994
|

This test suggests that, with regard to the prapessore, the Matching procedure implementegbymat ch2 is balanced, so that w
can sufficiently trust Matching results (indeede ghropensity score was unbalanced before Matchimugitabecomes balanced aftér
Matching).

3%
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Comparison of ATE, ATET and ATENT estimation amongDIM, CF-OLS, REW and MATCH.

(1) (2) (3) (4) (5) (6) (7)
REW REW REW REW
DIM CF-OLS (probit) (logit) (probit) (logit) MATCH ®
Analytical Analytical Bootstrapped| Bootstrapped
Std. Err. Std. Err. Std. Err. Std. Err.
-1.77 % -0.374 *** -0.43 *** -0.415 *** -0.434 *** -0.415 *** -0.316 ***
ATE 0.062 0.051 0.068 0.068 0.070 0.071 0.080
-28.46 -7.35 -6.34 -6.09 -6.15 -5.87 -3.93
-0.255 *** -0.355 ** -0.345 *** -0.355 *** -0.345 #** -0.131
ATET 0.048 0.15 0.104 0.065 0.054 0.249
-5.37 -2.37 -3.33 -5.50 -6.45 -0.52
-0.523 *** -0.532 *** -0.503 ** -0.532 *** -0.503 ** -0.549 ***
ATENT 0.075 0.19 0.257 0.115 0.119 0.135
-7.00 -2.81 -1.96 -4.61 -4.21 -4.07

Note: b/se/t; DIM: Difference-in-Mean; CF-OLS: Caoitfunction OLS; REW: Reweighting on propensityosg; MATCH: One-to-one nearest-neighbor Matching

propensity-scoré? Standard errors for ATE and ATENT are computeddgytstrapping. *** = 1%, ** = 5%, * = 10% of sigridance.
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SOME COMMENTS ON RESULTS

If confounding variables were not considered, asDiM , the negative effect would appejar
dramatically higher.

Results fromCF-OLS andREW are fairly comparable: linearity is an acceptapproximation.

By looking at the value oATET, as obtained byREW: an educated woman in Botswana woutld
have been -ceteris paribus — significantly more fertile if she had been lemducated ==>
“educatiorn” has anegative impact on fertility ”, leading to have around 0.5 children less.

REW results using Wooldridge’s analytical standarcesrin the case of Probit and Logit: very
similar results.

REW results when standard errors are obtained viasbrapt similar to analytical formulas. Bt
bootstrap seems tocrease significance both for ATET and ATENT, while ATE’s standard erie
in line with the analytical one.
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Whent r eat r ew is used with optiongr aphi ¢ andr ange(- 30 30), we get kernel density for th

distribution of ATEK), ATET(X) and ATENTE).

Kernel density

Reweighting: Comparison of ATE(x) ATET(x) ATENT(x)

Model:logit

ATE(x)
—-—- ATENT(x)

40
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