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Latent Class Analysis



Latent Class Analysis: Discrete Random
Variable(s)

LCA

Discrete latent variable(s)
mixture models (fmm) are close relatives appropriate for single outcome

Discrete outcomes
"Classic" quantitative social sciences: sophisticated log-linear modeling of
the full contingency table
Stata implementation: variation of gsem
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Latent Class Analysis: Discrete Random
Variable(s)

Survey of medical residents

Outcomes: program outcomes and satisfaction

Two classes: happy vs. unhappy

Uhm... maybe three classes, + happy with staff but not the facility?

Uhm... maybe four classes, + happy with technical outcomes but feel
isolated?

Downstream analyses:

descriptive analysis of facility variables
classes as predictors in regression models

LCA : Project motivation 4



Latent Class Analysis: Example

Three binary variables,  distinct outcomes, some (secret so far) model-
based probabilities in the full 3-way table:

y1 y2 y3 Prob

0 0 0 0.096
0 0 1 0.084
0 1 0 0.104
0 1 1 0.116
1 0 0 0.224
1 0 1 0.096
1 1 0 0.176
1 1 1 0.104

LCA : Example

23 = 8
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Latent Class Analysis: Single class solution

One-class solution / marginal probabilities:

Three-way probabilities:

y1 y2 y3 Prob Prob(LCA 1)

0 0 0 0.096 0.12
0 0 1 0.084 0.08
0 1 0 0.104 0.12
0 1 1 0.116 0.08
1 0 0 0.224 0.18
1 0 1 0.096 0.12
1 1 0 0.176 0.18
1 1 1 0.104 0.12

Non-centrality: 0.03702 per observation; Pearson  will reject accordingly.

LCA : Three-var example

P[y1 = 1] = 0.6,P[y2 = 1] = 0.5,P[y3 = 1] = 0.4

χ2(4)
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Latent Class Analysis: Single class solution
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Latent Class Analysis: Single class solution

LCA : Three-var example 8



Latent Class Analysis: Two class solution

Two-class solution:

LCA : Three-var example

P[y1 = 1|C = 1] = 0.4,P[y2 = 1|C = 1] = 0.6,P[y3 = 1|C = 1] = 0.6

P[y1 = 1|C = 2] = 0.8,P[y2 = 1|C = 2] = 0.4,P[y3 = 1|C = 2] = 0.2

P[C = 1] = 0.5,P[C = 2] = 0.5
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Latent Class Analysis: Two class solution

LCA : Three-var example 10



Class Predictions



What if you want to use classes in subsequent
analyses?

Summarize variables not in the model by class
Use classes as predictors in downstream models

You... don't get them

Classes are latent variables: you can never be sure about class membership
Any prediction of the class labels is subject to a (prediction) error
Subsequent use of single predictions would lead to measurement error
biases

LCA postestimation : Class prediction 12



Posterior probablity predictions

You can get :

LCA postestimation : Class prediction

p̂[C|pattern of y] = p̂[y|С]×p̂[C]
∑c p̂[y|c]×p̂[c]
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What do we do???

Is there a practical solution to the problem of class prediction after LCA?

LCA postestimation : Class prediction 14



Multiple imputation



Multiple imputation is the worst
missing data method except all
others that have been tried

(Winston Churchill The Statistician)

Multiple Imputation : Big idea 16



MI algorithm

1. Formulate a multivariate predictive model of the world (including outcomes)
2. For :

1. Obtain estimates  and standard errors 
2. Predict from "model + parameter uncertainty" 
3. Add noise from 
4. Refit the model until some sort of distribution convergence
5. Retain the last set of imputations 

3. Estimate the model of substantive interest  for each .

4. Overall estimate: 
5. Overall variance (Rubin's formula):

Multiple Imputation : Big idea

m = 1, … ,M
β̂ s(β̂)

β̂ + z × s(β̂)
y ∼ f(y|β̂ + z × s(β̂))

Y (m)

θ(m) = g(Y (m)) m

θ
(M)
MI = ∑M

m=1 θ
(m)1

M

T = Ū + (1 + 1/M)B, Ū =
M

∑
m=1

v(m)[θ(m)]
1
M

B =
M

∑
m=1

(θ(m) − θ̄)(θ(m) − θ̄)′
1

M − 1
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Worthwhile references

Original: Rubin (1977)
Review: after 18+ years Rubin (1996)
Most practical: van Buuren FIMD 2nd edn (2018)
Stata resources:

MI manual
SJ MI diagnostics: Eddings and Marchenko (2012)

Multiple Imputation : Big idea 18

https://doi.org/10.1198/000313004X6355
https://www.tandfonline.com/doi/abs/10.1080/01621459.1996.10476908
https://stefvanbuuren.name/fimd
https://www.stata.com/manuals/mi.pdf
https://journals.sagepub.com/doi/10.1177/1536867X1201200301


Hacking Stata MI engine



MI for the people

1. Study MI manual.
2. Study help mi_technical.
3. Write your custom imputation code (Stas likes mi set wide).
4. Make sure it satisfies mi internal standards and expectations: mi update.
5. Cross fingers and run mi estimate: whatever.

Turns out there is more: Stata freaks out about omitted entries in e(b), zero
variances, and other oddities.

Stata MI : Custrom programming 20



postlca_class_predpute

Stata MI : User-written MI 21



mi estimate

Stata MI : User-written MI 22



Summary of the missing data impact

Stata MI : User-written MI 23



mi estimate failures

Stas' intuition:

more of a problem when you have small multi-way cells
less of a problem with continuous variables

Stata MI : User-written MI 24



More and better work



More comprehensive coverage

Stata Journal (formatted) paper

More rigorous methodology overview
Full documentation of the new command, its options and its use
Simulations

https://github.com/skolenik/Stata.post.LCA.class.predimpute

Futher work : SJ paper 26

https://github.com/skolenik/Stata.post.LCA.class.predimpute


Quasi-real example

Futher work : SJ paper 27



Quasi-real example
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Quasi-real example
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Questions slide



Thank you.
Stas Kolenikov
Principal Statistician

kolenikov-stas@norc.org


